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Introduction of the Mobiligence Program 
 

Emergence of Adaptive Motor Function through Interaction  
among the Body, Brain and Environment 

- A Constructive Approach to the Understanding of Mobiligence - 
 

Hajime Asama 
Director of the Mobiligence Program 

The University of Tokyo 
 

1. Introduction 
The Mobiligence program is a five-year program 

started from 2005[1], which was accepted as a program 
of Scientific Research on Priority Areas of Grant-in-Aid 
Scientific Research sponsored by the Japanese Ministry 
of Education, Culture, Sports, Science and Technology 
(MEXT). Currently, 40 subjects are being carried out (11 
subjects for planned research group, 20 subjects for 
applied research group, and one subject for operation). 
The first and second international symposium on 
mobiligence was held in December of 2005[2] and July 
of 2007[3] respectively, in which we discussed mainly 
the research results obtained in the mobiligence program 
and the research plans. 

In this report, the outline of the program including the 
objective and the organization is presented. The concept 
of mobiligence, which can be defined as intelligence for 
generating adaptive motor function which emerges by 
mobility, and the approach to understand the mechanisms 
that generate the adaptive behaviors are explained, and a 
part of the current research outcome is introduced. 

 
2. Program Objective of the Mobiligence Program 

All the life forms such as humans, animals, and insects, 
can behave adaptively even in diverse and complex 
environment in various types of behaviors, such as 
locomotive behaviors in the form of swimming, flying, 
and walking, manipulation behaviors such as reaching, 
capturing, and grasping by using hands and arms, social 
behaviors to the other subjects, etc. The intelligent 
sensory-motor functions to generate adaptive behaviors 
are considered most essential and indispensable for them 
to survive. 

It is known that such function for adaptive behaviors is 
disturbed in patients with neurological disorders. 
Parkinson disease is a typical example of such disorders 
on adaptive motor function, and autism or depression can 
also be considered as a disorder on social adaptive 
function. Recently, due to aging or environmental change 
of society, the population of people who are suffering 
from these diseases is growing rapidly, and it has 
become urgent to cope with this problem. However, the 
mechanisms of generating such adaptive behaviors are 
not thoroughly known yet. With this background, the 
objective of the program is set to understand the 
mechanism that generates the adaptive behaviors. 

3. Concept of Mobiligence 
Such an adaptive function is considered to emerge by 

the active mobility of the cognitive subject. In the subject 
is in the stationary state, there is not so much interaction 
among body, brain, and environment. However, once the 
subject starts to move, the signals to move the body are 
transmitted from the brain to the body. As the result of 
the motion of the body, the physical interaction between 
the body and environment are made, and due to the 
interaction, the information from environment is input to 
the brain directly or fed back to the brain via the body as 
somatosensory signals. Namely, the motion of the subject 
accelerates the interaction among body, brain, and 
environment, which is considered essential for the 
subject to behave adaptively. Based on the consideration, 
we built up a working hypothesis that the adaptive 
function emerge from the interaction among the body, 
brain and environment, which requires actions or 
motions of the subject, and defined mobiligence as 
intelligence for generating adaptive motor function 
which emerges by mobility. 

The information which can be acquired by mobility 
can be listed as follows: 
1. Diverse information by changing location of the 

subject 
2. Dynamical information by motion 
3. Experience accumulated in the subject 

There is difference in the concept of the conventional 
robotics and mobiligence, which are compared in fig. 1. 

In the conventional robotics, which discusses 
intelligence for mobility, the first step is perception and 
cognition. The subject recognizes the environment based 
on the information perceived by sensors, then plans the 
motions by applying knowledge which should be 
implemented in advance, and behaves by controlling the 
actuators, namely, moves the body, which causes the 
interaction to the environment, as shown in fig. 1-(a). On 
the other hand, in the concept of mobiligence which 
investigates intelligence emerged by mobility, the first 
step is behavior as shown in fig. 1-(b). The perception is 
initiated by the behavior. As a result of the behavior, rich 
information can be acquired by the interaction between 
the body and the environment, and input to the brain. 
The information can be accumulated in the brain, and 
utilized concurrently to generate adaptive behaviors in 
real time. The combination of the two concepts derives 
the tight and continuous loop between cognition and 
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behavior or among body, brain, and environment, which 
is considered quite important to understand the 
intelligence of living systems that behave adaptively or 
to design the intelligence of the autonomous artificial 
robots. 

 
4. Collaborative Research of Biology and 

Engineering 
It is typical to use animal experiments in the 

conventional biological research. By this analytical 
approach, large amount of knowledge and findings have 
been obtained so far, such as the structure and function 
of various neural networks, neural 
transmitters/modulators, etc. However, there is also 
limitation in this conventional analytical approach based 
on animal experiments. The animal experiments are 
usually made with animals in the fixed conditions, and 
they can reveal only the simple brain function in a 
stationary state. For the mobiligence research, where it is 
required to investigate the complex function which 
emerges through interaction among brain, body, and 
environment in a dynamic state, the mechanisms that 
generate adaptive behaviors are hardly able to be 
elucidated only by the conventional analytical approach. 
To overcome the problem, a new approach was 
introduced to tackle this problem in the mobiligence 

program. Based on the knowledge of biological research, 
such as neurophysiology, neuroethology, clinical 
medicine, cognitive science, microbiology, physiological 
models are to be derived. To these biological models, 
dynamic system modeling technology is applied to 
derive biological system models, which can be 
implemented on simulators or actual robot systems. By 
constructing the adaptive function on the simulators or 
actual robots based on the models, we can verify the 
models, evaluate the effects of the various parameters, 
and introduce new hypotheses to the biological scientists. 
In the mobiligence program, this approach is called a 
constructive approach by collaborative research of 
biology and engineering.  
 In the mobiligence program, three methodologies for 
collaborative research of biology and engineering have 
been proposed and in practice so far: 
 
A. System Biomechanics 
By neurophysiological research, we can derive models 
for nervous systems. On the other hand, by engineering 
and anthropological research, musculoskeletal models 
can be derived. By integrating the nervous system 
models and musculoskeletal models, dynamic system 
models can be introduced, and can be implemented on 
simulators or actual robots. As the results of experiments 
using the simulators or actual robots, we can verify the 
models or hypotheses, produce new possible hypotheses 
on the mechanisms which generates the adaptive 
behaviors, and feed them back to the biological scientists, 
or provide robotic scientists with design principle to 
realize adaptive artificial systems. This methodology for 
collaborative research is shown in figure 2-(a). 
 
B. Synthetic Neuroethology 
From neurophysiological research, enormous 
independent pieces of physiological knowledge are 
acquired in diverse levels from chemical reaction to 
cellular and behavioral (individual or social) level. 
Multiple pieces of the knowledge in multi-levels can be 
synthesized by technologies in robotics or engineering to 
derive dynamic system models, which represent the 
hypotheses of the mechanisms that generate adaptive 
behaviors. The behavior or performance of the models 
which should be implemented on simulators or actual 
robots can be compared with the behavior or 
performance of the actual living systems, and the models 
or hypotheses can be verified in ethological manner. This 
methodology for collaborative research is shown in 
figure 2-(b). 
 
C. Brain-Machine Integrated System 
Biology can provide us with biological body components, 
such as brains, limbs, organs etc. Engineering or robotics 
can provide us with mechanical body parts, such as 
sensor devices, actuators, processors, etc. By integrate 
these body parts, we can construct brain-machine 
integrated systems, which can also be called cyborg. By 
analyzing the behavior and function of the integrated 
system, we can investigate the function of the biological 
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Fig. 1. Comparison of the concepts of conventional 
robotics and mobiligence 
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components or systems, and can provide robotics 
scientists with the methodologies to realize artificial 
systems that can behave adaptively. This methodology 
for collaborative research is shown in figure 2-(c). 

5. Research Subjects and Groups 
In the mobiligence program, we focused on the 

following three aspects to investigate the mechanisms 
that generate adaptive behaviors, and organized three 
research groups for each aspect: 
Group A (Adaptation to the environmental change) 

Investigation of mechanism to generate the 
information adaptively based on cognition of the 
environmental change 
Group B (Physical Adaptation) 

Investigation of mechanism to control the motion of 
the body adaptively according to the environment 

The researchers in these three groups conduct their 
respective research on specific subjects, such as 

cognition, learning, motion generation, and body control, 
focusing on specific life forms, such as humans, animals, 
and insects in individual level and social level. However, 
another important target of this program is to clarify the 
universal and common principle underlying the 
mechanism of mobiligence, and establish the design 
principle for adaptive systems. We organized the fourth 
group to understand the common principle: 

Group C (Social Adaptation) 
Investigation of mechanism to select the behaviors 

adaptively to the other subjects and the society 

Investigation of common principle on dynamics in 
generating adaptive behaviors 

Group D (Common Principle) 

 

6. Recent Research Outcome 
In the mobiligence program, many collaborative 

research subjects have been initiated, and various 
valuable research outcome have been obtained so far by 
the intensive specific research in the group A, B, and C. 
In parallel to the specific research, some common 
structures and features have been extracted as the 
common principle on the structural dynamics or 
information creation of the mechanisms for adaptation. 
Followings are a part of the recent research outcome: 

In the research of group A, which focuses on cognition 
to the environmental change, adaptation to dynamic 
environments in reaching movements as shown in Fig. 3 
has been investigated by Ito, et. al[4]. Two types of force 
fields, namely velocity-dependent force field for internal 
model adaptation and divergent force field for impedance 
adaptation, have tested, in which the subject should learn 
to reach the targets. It was proved that the subjects can 
learn to generate the optimal hand force patterns in both 
cases, and can adapt even when that force field was 
changed in the middle of the motion. As a result of the 
experiments, it can be assumed that the impedance and 
internal-model controls can be programmed in a 
feedforward manner in adaptation to the contexts of 
dynamic environments. This function is called 
anticipatory adaptation. Yano, et. al. investigated real 
time adaptation mechanisms on a feedforward structure, 
especially mechanisms on generating real time 
constraints as Minashi (abductive) information, taking an 
example of olfactory computation in slug brain[5]. As a 
result of experiments, it was found that the initial signals 
to move the body, which is considered to correspond to 
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emotional behavior, precedes about 40-60[msec] to the 
memory accessing signal flow, which is considered to 
correspond to interpretation of the perceived information. 

In the research of group B, which focuses on physical 
adaptation, namely adaptation in the individual level, 
emergence and control in adaptive locomotion under 
changing environment has been investigated by system 
biomechanics approach, namely systematic approach 
based on neural and musculoskeletal models. Takakusaki, 
et. al. investigated function of basal ganglia, cerebral 
cortex, brainstem, spinal cord, thalamus, limbic system, 
and cerebellum on locomotion, and discovered a detail 
structure on the signal flow in the neural networks[6]. 
Especially, Nakajima, et. al. investigated how cortical 
motor areas (M1, SMA, PMd) in primates contribute to 
the gait control by using Japanese (Macaque) monkey[7]. 
As a result of experiments on recording the firing pattern 
of cortical neurons during locomotion of macaque 
monkeys on moving treadmill, it was found that the 
discharge frequency drastically increased when the 
monkey converted its locomotor pattern from 
quadrupedal to bipedal. A block diagram on the 
locomotion was derived as a physiological model for 
locomotion, where it was also indicated that the postural 
control system is activated earlier than the movement 
control system, and sends feedforward signals to 
movement control system. On the other hand, Tsuchiya, 
Ogihara, et. al. developed a musculoskeletal model of 
Japanese monkey based on anatomical data and CT data 
by anthropological and engineering approaches[8], 
which is shown in fig. 4. It is expected to integrate the 
physiological model and the musculoskeletal model to 
enable simulation on dynamic locomotion of Japanese 
monkey by constructive approach for further 
investigation in near future. 

In the research of group C, which focuses on social 
adaptation, namely adaptation in the social (multi-agent) 
level, cognition of other agents and selection of adaptive 
behaviors to other agents or society have been 
investigated by synthetic neuroethology approach. 
Aonuma, et. al. focused on fighting behaviors between 
male crickets as shown in fig. 5. As a result of 

experimental investigation, new physiological 
knowledge were obtained such that aggressiveness 
increases by inhibition of NO/cGMP cascade, OA level 
in the brain decreases by NO and fighting behavior, and 
the decrease level depends on the results of fights (win or 
lose)[9]. Fujiki, Asama, et. al. implemented a 
mathematical model of the neural mechanism by reaction 
diffusion equations[10], and Ashikaga and Ota, et. al. 
implemented a mathematical model of interaction 
between male crickets by finite automaton[11]. By 
integrating both models, the behavior selection of male 
cricket can be simulated from chemical reaction level in 
the brain to the social interaction level. As a result of 
simulation results, it was suggested that the different 
types of the society emerge depending on the density, 
namely the number of individuals per unit area. Figure 6 
is the simulation results on aggressiveness of male 
crickets depending on the density. The graph shows that 
all the individuals become aggressive in low density 
(large field size) condition, while only small number of 
individuals become aggressive in high density (small 
field size) condition. It is pointed out in the ethological 
research that this simulation results fits the behaviors of 
actual make crickets very well, and from these 
consideration, the models we derived are proved to be 
reasonable. 

In the research of group C, Kanzaki, et. al. have 
investigated the adaptive brain function of silk moth by 
brain-machine integrated system approach[12]. A mobile 
robot integrated with insect brain, which is shown in fig. 
7 has been developed, where the robot can be controlled 

 
 

Fig. 4.  Musculoskeletal model of Japanese 
monkey 

 Field Size(x)
High density Low density

 Field Size(x) Field Size(x)
High density Low density  

Fig. 6.  Simulation results on aggressiveness 
depending on density 

 
Fig. 5.  Fighting behavior of male crickets 
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by the embedded insect brain signals. As a result of 
pheromone source localization experiments with this 
robot, it was found that the silk moth brain can 
successfully control the robot body and localize the 
pheromone source even if the control gain of the right 
wheel and the left wheel were differentiated. This result 
verified the plasticity of the silk moth brain. By changing 
body dynamics, control gain or other parameters of the 
body, it is expected to investigate the adaptive function 
of the silk moth brain and neural systems more in detail. 

In the research of group D, which focuses on common 
principle, balance dynamics in mechanical properties and 
information processing in control has been investigated 
from the viewpoint of physical constraints, because it is 
considered that the balance between mechanical 
embodiment and neural control system is considered 
very important for realization of adaptive function. The 
main concern of this group is what kind of balance 
mechanisms exist in living systems, and how this should 
be designed in autonomous artificial systems. Osuka, et. 
al. have focused on adaptive function in passive dynamic 
walking, and discovered a stabilization mechanism by 
implicit feedback structure in body dynamics[13]. 
Ishiguro, et. al. have developed a modular robot system 
“Slimebot” based on collective behavioral approach as 
mimesis of slime mould (amoeba), which is shown in fig. 
8[14]. The robot system employs a fully decentralized 
control by exploiting embodied coupled nonlinear 
oscillators, and passivity by s spontaneous inter-modular 
connectivity control mechanism. As a result of actual 
robot experiments, it was discovered that a certain 
passivity can significantly increases its adaptiveness. 

From the research outcome obtained so far in the 
mobiligence program, there found a common 
characteristic in the mechanisms that generate adaptive 
behaviors as shown in fig. 9. The perceived sensory 
information is dimensionally compressed in environment 
cognition. However, the information which can be 
obtained is not always sufficient to generate motion. In 
such situation, Minashi (abductive) information is 
generated in real time, which is equivalent to constraints 
for control of redundant degrees of freedom in the 
physical body. The motion is not always generated or 
switched in a reactive manner (such as impedance 
adaptation). The internal models learned and formed in 
the brain through experience are quite essential to 
generate adaptive behaviors effectively according to the 
context. The motion generation complexity depends 
much on the embodiment. If the body is well organized, 
the active mechanism to control the body can be 
simplified. 

 
7. Expected Impact of the Mobiligence Program 

By the mobiligence program, various types of 
mechanisms that generate adaptive behaviors in various 
living systems, such as humans, animals, and insects, are 
expected to be elucidated as well as common principle. 
Although the main contribution will be brought to 
biological field, huge impacts to other fields are expected 
as well. To the medical field, the results of our research 

will contribute to the discovery of a method to improve 
motor impairment and develop rehabilitation systems. To 
the engineering field, the results of our research will 
contribute to the derivation of the design principles of 
artificial intelligence systems. By the mobiligence 
program, the new research discipline is expected to be 
explored, and a new research organization that integrates 
biology and engineering is expected to be established, 
where new programs or curriculums are implemented to 
foster young engineering scientists and biologists to 
conduct collaborative and interdisciplinary research 
between biological and engineering research, 
respectively. 

Mobile robot

Insect brain

Mobile robot

Insect brain  

Fig. 7.  Mobile robot integrated with silk moth 
brain 

 

 

Fig. 8.  Modular robot system “Slimebot” 
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Junior Academy of the mobiligence program was 
established, and tutorials, workshops, and seminars have 
been carried out for the young researchers in mobiligence 
program. The academy is now working on editing the 
terminology related to the mobiligence research. 

 
8. Conclusion 

The mobiligence program was introduced, which 
started from 2005 in Japan as a five-year program of 
Scientific Research on Priority Areas of Grant-in-Aid 
Scientific Research sponsored by the Japanese Ministry 
of Education, Culture, Sports, Science and Technology 
(MEXT). The concept of mobiligence was explained, 
which can be defined as intelligence for generating 
adaptive motor function which emerges by mobility. The 
objective of the program and the constructive approach 
by collaborative research of biology and engineering for 
the mobiligence research were mentioned as well as the 
subjects and organization of the program. Finally, a part 
of the current research outcome was introduced. 

The outline of the program including the objective and 
the organization was presented. The concept of 
mobiligence, which can be defined as intelligence for 
generating adaptive motor function which emerges by 
mobility, and the approach to understand the mechanisms 
that generate the adaptive behaviors were explained. A 
part of the recent research outcome was introduced. 

Detail and other research outcome was presented in 
AMAM ’08 (Fourth International Symposium on 
Adaptive Motion of Animals and Machines), in the 
workshop of IROS ’08 (2008 IEEE/RSJ International 
Conference on Intelligent Robots and Systems), 
DARS ’08 (2008 International Symposium on 
Distributed Autonomous Robotic Systems), and will be 
presented in Mobiligence ’09 (Third International 
Symposium on Mobiligence), which will be held in 
Awaji, Japan, in Nov., 2009. 

 
Acknowledgment 

The concept of Mobiligence and the organization of 
the Mobiligence program were established through the 
discussion with Prof. Kazuo Tsuchiya (Doshisha Univ.), 
Prof. Koji Ito (Tokyo Inst. of Tech.), Prof. Masafumi 
Yano (Tohoku Univ.), Prof. Kaoru Takakusaki 
(Asahikawa Medical Col.), Prof. Ryohei Kanzaki (The 
Univ. of Tokyo), Prof. Jun Ota (The Univ. of Tokyo), 
Akio Ishiguro (Tohoku Univ.), Hitoshi Aonuma 
(Hokkaido Univ.), Koichi Osuka (Kobe Univ.), and the 
other planned research group members. I thank all these 
members for their valuable contributions. I thank also all 
the reviewers of the mobiligence program for valuable 
comments on program organization and research 
directions, who are Prof. Sten Grillner (Karolinska Inst.), 
Prof. Avis H. Cohen (Univ. of Maryland), Prof. Rolf 
Pfeifer (Univ. of Zurich), Prof. Shigemi Mori (National 
Inst. for Physiological Sci.), Prof. Ryoji Suzuki 
(Kanazawa Inst. of Tech.), and Prof. Shinzo Kitamura 
(Kobe Univ.). 

References 
[1] http://www.arai.pe.u-tokyo.ac.jp/mobiligence/index_

e.html 
[2] Proceedings of 1st international symposium on 

mobiligence, Sapporo, Japan, Dec. 2005. 
[3] Proceedings of 2nd international symposium on 

mobiligence, Awaji, Japan, July 2007. 
[4] K. Ito, M. Doi, T. Kondo: “Feed-Forward 

Adaptation to a Varying Dynamic Environment During 
Reaching Movements”, Journal of Robotics and 
Mechatronics, vol. 19, no. 4, pp. 474-481, 2007. 

[5] Y. Makino, H. Makinae, T. Obara, H. Miura and M. 
Yano: “Observations of Olfactory Information Flows 
within Brain of the Terrestrial Slug, Inciralia 
fruhstorferi”, Proc. of 2006 International Joint 
Conference on Neural Networks , pp. 7605-7612, 2006. 

[6] K. Takakusaki, “Forebrain control of locomotor 
behaviors”, Brain Res. Rev., vol. 57, pp. 192-198, 2008. 

[7] K. Nakajima, F. Mori, C. Takasu, M. Mori, K. 
Matsuyama and S. Mori: "Biomechanical constraints in 
hindlimb joints during the quadrupedal versus bipedal 
locomotion of M-fuscata", Progress in Brain Research, 
vol. 143, pp.183-190, 2004. 

[8] N. Ogihara: “Synthetic Study of 
Quadrupedal/Bipedal Locomotion in the Japanese 
Monkey”, Fourth International Symposium on Adaptive 
Motion of Animals and Machines (AMAM ’08), 
Cleveland, USA, June 2008. 

[9] H. Aonuma and K. Niwa: “Nitric Oxide Regulates 
the Levels of cGMP Accumulation in the Cricket 
Brain”, Acta Biologica Hungarica, vol. 55, pp. 65-70, 
2004. 

[10] T. Fujiki, K. Kawabata, H. Asama: "Adaptive Action 
Selection of Body Expansion Behavior in Multi-Robot 
System using Communication", Journal of Advanced 
Computational Intelligence and Intelligent Informatics, 
vol.11, no.2, pp. 142-148, 2007. 

[11] M. Ashikaga, M. Kikuchi, T. Hiraguchi, M. Sakura, 
H. Aonuma and J. Ota: “Foraging Task of Multiple 
Mobile Robots in a Dynamic Environments Using 
Adaptive Behaviors in Crickets”, Journal of Robotics 
and Mechatronics, vol. 19, no. 4, pp. 466-473, 2007. 

[12] S. Emoto, N. Ando, H. Takahashi, R. Kanzaki: 
“Insect-Controlled Robot –Evaluation of Adaptation 
Ability–“, Journal of Robotics and Mechatronics, vol. 
19, no. 4, pp. 436-443, 2007. 

[13] M. Iribe, K. Osuka: “Design of the Passive Dynamic 
Walking Robot by Applying its Dynamic Properties”, 
Journal of Robotics and Mechatronics, vol. 19, no. 4, 
pp. 402-408, 2007. 

[14] A. Ishiguro, M. Shimizu, T. Kawakatsu: “A Modular 
Robot That Exhibits Amoebic Locomotion”, Robotics 
and Autonomous Systems, vol. 54, pp. 641-650, 2006. 

 

6



Steering Committee Report on the Mobiligence Program 
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Kaoru Takakusaki*
, 

6, Ryohei Kanzaki*1, Hitoshi Aonuma*7, Akio Ishiguro*8, Jun Ota*
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Nagoya University 

1. Missions 
The missions of the steering committee are as follows: 

• Establish goals for the Mobiligence Program  
• Plan and coordinate research  
• Evaluate research progress and consult  
• Determine the procedures for the public invitation of 

proposed topics  
• Organize symposia and research meetings for the 

purpose of developing related research  
• Plan publicity of research results  
• Encourage close collaboration among researchers, 

i.e., information exchange, mutual understanding, 
and communication  

• Plan international research and lectures by members 
of academic societies and announce interim and ex 
post evaluations of progress  

• Devise programs to encourage fused collaboration 
among biologists and engineering scientists and 
establish a research center and research organization  

 
2. Summary of 2008 Activities of the Steering 

Committee 
Research subjects were coordinated in each group to 

facilitate the fused collaboration between biologists and 
engineering scientists, which characterizes this program, 
and joint group meetings and open group meetings were 
organized to promote the inter-group collaboration 
effectively. Following events were organized; a domestic 
open workshop, a domestic open symposium, a domestic 
closed symposium for internal review, an open 
symposium, a closed symposium, tutorials, workshops, 
and seminars. The internal review to the research 
activities of each project was performed. Many 
organized sessions are organized at international and 
domestic conferences. A new brochure to introduce the 
mobiligence program was publicized, which includes 
new projects accepted from 2008. The homepage for 
publicity and the database to record the activities in the 
program were maintained and updated. Research report 
was edited and published. Junior Academy of the 
mobiligence program was established and their activities 
were supported. 
 
3. Steering Committee Meetings and WGs 

The following Steering Committee meetings and its 
WG meetings were held: 
• 1st

Oct. 21
 Steering Committee Meeting 

st

at RCAST in Komaba Campus of the University of 
Tokyo 

, 2008, 12:20-13:40 

• 2nd

Mar. 4
 Steering Committee Meeting 

th

at Hotel Taikanso in Matsushima 
, 2008, 12:00-13:30 

• 1st

  Oct. 13
 WG Meeting 

th

  at Awaji Yumebutai International Conference Center 
,2008, 20:00-22:00 

• 2nd

  Mar. 4
 WG Meeting 

th

  at Hongo Campus of the Univ. of Tokyo 
, 2009, 13:30-15:30 

 
4. Publication Committee Meetings and WGs 
• 1st

Feb. 24
 Publication Committee Meeting 

th

at Hongo Campus of the Univ. of Tokyo 
, 2009, 15:00-17:30 

• 1th

  Apr. 26
 WG Meeting 

th

  at Hongo Campus of the Univ. of Tokyo 
, 2008, 10:00-12:30 

• 2nd

  May 26
 WG Meeting 

th

  at Hongo Campus of the Univ. of Tokyo 
, 2008, 14:00-16:00 

• 3rd

  July 23
 WG Meeting 

rd

  at RIES in Hokkaido Univ. 
, 2008, 10:00-12:00 

• 4th

  Aug. 29
 WG Meeting 

th

  at Hongo Campus of the Univ. of Tokyo 
, 2008, 10:00-12:30 

• 5th

  Oct. 13
 WG Meeting 

th

  Oct. 14
, 2008, 13:00-18:00, 

th

  at Awaji Yumebutai International Conference Center 
, 2008, 9:00-12:00 

 
5. Organization of Symposia 
5.1 Domestic Open Workshop 

The domestic open workshop on New Trend in Mobiligence 
was held in the University of Tokyo on Apr. 25, 2008. Eight 
presentations on the research topics and plans, which were 
accepted from 2008, were made by each project leader 
followed by an introductory speech by the program director. 
Total number of participants was 57. 
 
5.2 Domestic Open Symposium 

The 2nd domestic open symposium on Mobiligence 
tackled by integrative approach of living and artificial 
systems was held RCAST in Komaba Campus of the 
University of Tokyo on Oct. 21th, 2008. At first, the 
objective of the project was introduced by the director of 
the project. Prof. Atsuko Takamatsu, Prof. Daisuke 
Kurabayashi, Prof. Yoshio Sakurai, Prof. Takafumi 
Suzuki, Dr. Naotaka Fujii, Prof. Hiroshi Yokoi, and Dr. 
Tetsunari Inamura presented their recent research 
outcome as representatives of Group A, B, C, and D. Dr. 
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Hideaki Koizumi (Hitachi Ltd.) gave an invited talk 
entitled “Mobiligence and Brain Functional Imaging”. 
Total number of participants was 80. The presentations 
and discussions were recorded and edited, which can be 
seen at [1]. 

 
5.3 Domestic Closed Symposium 

A symposium for internal evaluation was held in Hotel 
Taikanso in Matsushima, Japan, on Mar. 2-4, 2009. Oral 
and poster presentations on the research progress in 2008 
of all the subjects in the Mobiligence program were made 
by each research leader and members. They were all 
reviewed by the review committee members and the 
steering committee members. Dr. Hidenori Kimura 
(RIKEN) gave an invited talk. A night session was also 
organized by Junior Academy of the Mobiligence 
program. Total number of participants was 118. 

 
6. Publicity 
6.1 Organization of Special Issues of Journals 

A special issue on Mobiligence was organized in the 
Advanced Robotics, International Journal, Vol.22, No.15, in 
which 5 papers were included. It was published in December of 
2008. 
 
6.2 Session Organization in Conferences 

Sessions on Mobiligence were organized in the 
following international conferences: 

• IEEE International Conference on Robotics and 
Systems (IROS2008), Nice, September (2008), 
workshop, 12 papers 

• The 9th International Symposium on Distributed 
Autonomous Systems, Tsukuba, November. (2008), 
organized session, 3 papers 

• SICE Annual Conference 2008, Chofu, organized 
session, 5 papers 

• Fourth International Symposium on Adaptive 
Motion of Animals and Machines, Ohio, 2008, 11 
papers 

Sessions on Mobiligence were organized in the 
following international conferences: 
• 2008 JSME Robotics and Mechatronics Division 

Annual Conference, Nagano, Japan, June 2008, 11 
posters 

• 2008 RSJ Annual Conference, Kobe, Japan, Sep. 
2008, 4 papers 

• SICE System Integration Division Annual 
Conference, Gifu, Japan, Dec. 2008, 8 papers 

• SICE Decentralized Autonomous Systems 
Symposium, Tottori, Japan, Jan. 2009, 6 papers 

 
6.3 Other Publicity Activities 

The home page of the Mobiligence program was 
updated accordingly[1], database on research 
achievements[2] and activity records was maintained and 
presented on the web site. 

The brochure of the Mobiligence program including 
subscribed research groups was published and distributed 
as well as call for proposals for the new subscribed 

research. The report, this volume, on the research 
activities of the Mobiligence program in 2007 was edited 
and published. The concept of the Mobiligence and 
current research outcome were broadcasted through an 
internet TV program, Netrush[3]. 
 
7. Organization of Tutorials and Seminars 

To accelerate the fused collaboration and to foster 
young scientists and students who are doing mobiligence 
research, one workshop, one tutorial, and two seminars 
were arranged and held: 
• Tutorial “From Cognition to Emergence of Motion 

and Behaviors” 
 June 5th

• Workshop “Research on Adaptive Behaviors of 
Super-individuals by collaboration of robotics and 
biology ” 

, 2008, 10:00-16:00 in 2008 JSME Robotics 
and Mechatronics Division Annual Conference, 
Nagano, Japan 

Aug. 23rd

• Tohoku University RIEC workshop on “Motion 
control of Animals” 

, 2008, 12:00-14:30 in 2008 Annual 
Meeting for the Society of Evolutionary Studies, 
Tokyo, Japan 

Dec. 19th

• Mobiligence seminar on “Ecological and 
Physiological Studies about Sociality of Insects” 

, 2008, 13:30-17:50 at RIEC, Tohoku 
University, Sendai, Japan 

Jan. 12th

 

, 2009, 13:00-17:00 at School of Human 
Science and Environment of University of Hyogo, 
Himeji, Japan 

8. Review 
In the domestic closed symposium mentioned above, 

steering committee members in addition to the three 
domestic reviewers who are Prof. Shinzo Kitamura 
(Kobe University), Prof. Shigemi Mori (National 
Institute for Physiological Sciences), and Prof. Ryoji 
Suzuki (Kanazawa Institute of Technology), reviewed 
the research progress and grade of collaboration between 
biology and robotics. The review results are fed back to 
the research leaders toward successful research execution 
in future. 

 
9. Activity Support for Junior Academy of the 

Mobiligence program 
The steering committee supported the following 
activities of the Junior Academy of the mobiligence 
program: 
• Joint Meeting of Junior Academy of the 

Mobiligence project & JSCPB 2008 
• Creating Glossaries (ongoing project) 
 
References 
[1]http://www.robot.t.u-tokyo.ac.jp/mobiligence/index_

e.html 
[2]http://www.robot.t.u-tokyo.ac.jp/mobiligence/act/ind

ex.html 
[3]http://www.netrush.jp/science_top.htm 
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Group A: Adaptation to Environment 
Annual Report 

 
Koji ITO 

Tokyo Institute of Technology, Japan 
 

I. RESEARCH PROJECT 

The aim of Group A is 1) to clarify the brain-nervous 
mechanisms for creating appropriate hypothesis to 
constrain behaviors based on the accumulated experiences 
under unpredictable environments, 2) to analyze the motor 
control mechanisms producing adaptive behaviors 
corresponding to dynamical environments, and 3) to 
construct mathematical models of the adaptive 
sensorimotor coordination mechanism composed of the 
brain, body and environment. To perform the above aim, 
the group hangs the following research subjects. 
Research subject A01: Modeling of intra-cerebral 
mechanisms for motor adaptation to unknown 
environments. 

In order to generate adaptive behaviors in various 
environments, it is necessary to integrate the redundant 
degrees of freedom in the brain, body and environment 
based on changing contexts of situation. The research 
subject aims to elucidate the brain mechanisms of the 
sensorimotor coordination corresponding to the dynamic 
environments by the experimental, constructive and 
systematic approaches. 
Research subject A02: Anticipatory adaptation of 
sensorimotor coordination. 

To understand the sensorimotor coordination 
mechanism for environment cognition and appropriate 
motor adaptation, behavioral contexts and intrinsic factors 
(e.g., anticipation, intention, attention, affection, etc.) of 
subjects should be considered. The research subject aims 
to clarify the relationship between these intrinsic factors 
and sensorimotor adaptation under unfamiliar 
environments. 

II. RESEARCH GROUPS 

Group A consists of two planned and seven subscribed 
research groups. The research groups are reformed in this 
year based on the middle evaluation. 
- Planned Research Groups 
1) A01-01 Koji Ito (Tokyo Institute of Technology) 

Modeling of intra-cerebral mechanisms for motor 
adaptation to unknown environments 

2) A01-02 Toshiyuki Kondo (Tokyo University of 
Agriculture and Technology) 
Anticipatory adaptation of sensorimotor coordination 

- Subscribed Research Groups 
3) A01-11 Toshiya Matsushima (Hokkaido University) 

Optimal motor investments: algorism of instantaneous 
gain rate computation 

4) A01-12 Yasuharu Koike (Tokyo Institute of 
Technology) 
Learning and control model in consideration of 
inconsistency between vision and tactile 

5) A01-13 Tadashi Ogawa (Kyoto University) 
The role of the prefrontal cortex in advancing 
cognitive adaptation under unknown circumstances 

6) A01-14 Yasuji Sawada (Tohoku Institute of 
Technology) 
Study of optimization for the cooperative adaptation 
between motions of two persons by mutual tracking 
experiments 

7) A01-15 Akira Murata (Kinki University, School of 
Medicine) 
Brain mechanisms for recognition of bodily self and 
others 

8) A01-16 Tetsunari Inamura (National Institute of 
Informatics) 
Multimodal sensorimotor integration and behavior 
induction between other and self based on mirror 
neuron model 

9) A01-17 Jun Tani (Brain Science Institute, RIKEN) 
Understanding "Organic Compositionality" in 
cognitive brain mechanisms 

 

III. RESEARCH RESULTS 

A. Cooperative mechanisms of internal model control and 
impedance control in force fields (A01-01 Koji Ito) 

When performing the arm movements under the 
dynamical environments (ex. object manipulation and 
tool-use), CNS needs to combine internal model control 
and impedance control in a feedforward manner. 
Recently, in the area of human motor control and 
computational neuroscience, many experiments which 
investigate motor adaptation of human arm movements 
under the dynamical environments have been performed.   
However, the mechanism which CNS combines two 
control strategies (internal model control and impedance 
control) has not been clarified. 

In our research, we setup the mixed force field ‘V+P’ 
by composing the velocity-dependent force field ‘V’ and 
position-dependent force field ‘P’ and analyze motor 
adaptation of arm movements under the force field. The 
experimental results show that the subjects did not learn 
the internal model of V+P accurately and they 
compensated for the load by using impedance control. 
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B. Simultaneous learning of conflicting visuomotor 
rotations (A01-02 Toshiyuki Kondo) 

Humans can learn appropriate internal models for 
compensating two unfamiliar and conflicting visuomotor 
transformations simultaneously. We used a rotated 
computer mouse paradigm in where the cursor’s motion 
is rotated clockwise or counterclockwise by 90 degrees. 
We focused on the effect of successive experiences 
during simultaneous learning of conflicting tasks. It had 
been reported that simultaneous learning of two opposing 
force fields with a random order was significantly better 
than training with alternating order, even with the same 
total number of experiences. We assumed that this was 
because the alternating training schedule gave no chance 
to retry the same rotational transformation successively. 
To test this assumption, we compared three training 
conditions: alternating every trial, alternating every two 
trials, and changed at random. 

Experimental results suggested that providing the 
chance of successive trials to the subjects had a small 
positive effect on simultaneous learning compared with 
alternating every trial. However, the subjects trained 
under the random condition still showed a significant 
advantage in comparison with those trained under the 
other conditions. 
 

IV. MEETING AND OTHERS 

- 1st. Meeting of Group A (Joint meeting with Group D).  
Date: Jul. 23 13:00-17:30, 2008. 
Place: Lecture hall 2, Research Institute for Electronic 
Science, Hokkaido University. 
Attendee: 30 members of group A and D. 
Presenters: 
1) Prof. T.Matsushima, Hokkaido University, 
2) Prof. Y.Koike, Tokyo Institute of Technology, 
3) Prof. Y.Sawada, Tohoku Institute of Technology. 
 

- Full Day Workshop on the 2008 IEEE/RSJ International 
Conference on Intelligent Robots and Systems 
(IROS2008).  
Date: Sep. 26, 9:00 – 18:00, 2008.  
Place: Acropolis Convention Center, Nice, France. 
Attendee: 50. 
Contents: The workshop, proposed by Dr. Kondo and 
I consisted of 12 invited talks from the Mobiligence 
project, and 6 papers of them was related with the 
group A. 
1) Internal Model Control and Impedance Control in 
Human Voluntary Movements (Prof. K.Ito, Tokyo 
Institute of Technology), 
2) Effect of Successive Trials during Simultaneous 
Learning of Conflicting Visuomotor Transformation 
Tasks (Dr. T.Kondo, Tokyo University of Agriculture 
and Technology), 

3) Bimanual interactions in humans and humanoid 
robots (Prof. P.G.Morasso, University of Genova), 
4) Specificity of Motor Learning (Prof. D.Ostry, 
McGill University), 
5) Preliminary investigation on how humans perform 
a video controlled pointing task under visual and 
kinesthetic combined disturbances (Dr. L.Masia, 
Italian Institute of Technology), 
6) Adaptation of Reaching Movements to Assistive 
Forces (Dr. V.Novakovic, University of Genova). 
 

- 2nd. meeting of Group A.  
Date: Nov. 6, 13:00 – Nov. 7, 15:30, 2008. 
Place: Meeting room 1208, National Center of 
Sciences Bldg. National Institute of Informatics. 
Attendee: 30 members of group A. 
Contents: Reports on 13 research results by group A 
members, two invited talks, and the general 
discussions on adaptation to environments. 
Invited speakers: 
1) Dr. Hiroyuki Nakahara, Brain Science Institute, 
RIKEN 
2) Dr. Jun Izawa, Johns Hopkins University 
 

- Organized Session on “Mobiligence” in Division 
Symposium of System Integration (SICE- SI2008).  
Date: Dec. 5, 10:00 – 12:00, 2008. 
Place: Nagaragawa Convention Center, Gifu. 
Attendee: 40. 
Number of Presentation: 8. 
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I. INTRODUCTION 
Even if we situated in unfamiliar environments with any kinematic 
and/or dynamic transformations, we can adapt to them in several 
trials-and-errors. As a consequence of the motor learning process, 
we can acquire a neural representation of the relation between motor 
command and the movement, i.e. internal model of the environment. 
However, it is still open question to explain the neural representation, 
i.e. how the internal models are represented in our brains. 

For instance, we can instantly manipulate any objects by using 
any tools even though there are a number of combinational 
possibilities. In addition, we can select an appropriate internal model 
according to the contextual information of the environments. It 
implies that there is an intrinsic prediction and motor adaptation 
mechanisms in the motor area of our brain. 

The A01-01 group aims to clarify the intra-cerebral mechanisms 
to recognize unfamiliar environments and to generate suitable motor 
commands, through psychophysical experiments and computational 
modeling of human movement learning. Additionally, a 
rehabilitation system for the stroke patient based on the motor 
adaptation mechanisms is also developed. 

In this report we explain about our recent research topics entitled 
“Cooperative mechanisms of internal model control and impedance 
control in force fields”, “Coordinate frame for bilateral movement” 
and “Electroencephalogram (EEG) and Functional Electrical 
Stimulation (FES) system for Rehabilitation of Stroke Patient.” 

 

II. COOPERATIVE MECHANISMS OF INTERNAL MODEL 
CONTROL AND IMPEDANCE CONTROL IN FORCE FIELDS 
When performing the arm movements under the dynamical 

environments (ex. object manipulation and tool-use), CNS needs to 
combine internal model control and impedance control in a 
feedforward manner. Recently, in the area of human motor control 
and computational neuroscience, many experiments which 
investigate motor adaptation of human arm movements under the 
dynamical environments have been performed [1]. However, the 
cooperative mechanism of two control strategies (internal model 
control and impedance control) has not been clarified.  

In this study, we investigated the cooperative mechanism, 
through psychophysical experiments of human arm-reaching 
movement learning. In this research, we set up the mixed force field 
‘V+P’ by composing the velocity-dependent force field ‘V’ and 
position-dependent force field ‘P’, then we analyzed motor 
adaptation of arm movements under the force field. The 
experimental results show that the subjects did not learn the internal 
model of V+P accurately and they compensated for the load by 
using impedance control [2]. 
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(a) Robotic manipulandum           (b) Force fields  
 

Fig.1 Experimental setup 
 

A. Experimental protocol 
15 students participated in the experiment. As a experimental 
apparatus, we used the robotic manipulandum (x and y axes) shown 
in Fig.1(a). The subject was seated on the chair in front of the 
manipulandum and learned point-to-point arm movements to eight 
targets located radially from a central start position. The movement 
distance was 0.125 m. The subject was instructed to reach the target 
from the initial position within 300±50 ms. The hand, start and target 
positions were indicated on the screen. During the reaching 
movements, visual feedback of the hand position was suppressed 
and the entire hand pass was shown after the movements were 
terminated. 

During the movement, the external load called ‘force field’ was 
applied to the hands by the manipulandum. In the experiment, we 
used two types of force fields as follows. 

 
V ：     xBF &= ,                                (1) 

 
V+P：    KxxBF += & ,                   (2) 

 
where x (x=[x,y]T) is the hand position, and F (F=[Fｘ,Fｙ]T) is the 
load acting in the horizontal plane. The coefficient matrix B equals 
[0 -25;25 0], and K equals [0 110;-110 0]. The equation (1) 
represents the velocity-dependent force field ‘V’ which applied the 
load to the hand proportional to the hand velocity. The equation (2) 
represents the mixed force field ‘V+P’ which applied the load 
proportional to the hand velocity and hand position. Fig.1(b) shows 
load patterns of two force fields. V+P generates a force to the left 
depending on the hand velocity, and then the direction of the force is 
reversed to the right depending on the hand 
position.

Modeling of Intra-cerebral Mechanisms for Motor Adaptation to 
Unknown Environments 

Koji Ito, Manabu Gouko (Tokyo Institute of Technology) 
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(a) Before and after learning          (b) After effects 
 

Fig.2 Hand trajectories 
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Fig.3 EMG 
 

The  subjects were randomly assigned to one of two groups. First, all 
subjects practiced point-to-point arm movement during which no 
force field was applied (200 trials).  This condition is called the ‘null 
field’. After the practice, group 1 learned the V+P (200 trials) and 
group 2 learned the V (200 trials). 

B. Experimental result 
Fig.2(a) shows the hand trajectories of typical subjects in each 

field. The dotted lines represent the trajectories before learning. The 
solid lines represent the trajectories after learning. Before learning, 
the subjects were not able to perform straight reaching movements in 
both fields. After learning, the trajectories of the both subjects 
became straighter, which indicates the subjects learned to 
compensate for the load. However, the V+P trajectories were not 
perfectly straight. Fig.2(b) shows after effect movements of typical 
subjects in each field, i.e. the movements when the force field was 
unexpectedly removed in selected trials after learning. The after 
effect movements in V were curved to the opposite direction of the 
loads generated by V, which indicates that the subject learned to 
produce the opposing force necessary to predictively compensate for 
the force field. In contrast, the after effect movements in V+P 
deviated very little. This indicates that the subject did not learn to 
produce the opposing force accurately (i.e., the subject did not learn 
the internal model control in V+P accurately). Fig.3 shows the EMG 
patterns (the biceps and the triceps) of typical subjects after learning. 
The movement direction is ‘y-axis’ direction. In V+P, the biceps and 
the triceps were co-contracted during the movement. Thus, the 

subject compensated for the load by increasing the arm impedance 
(using impedance control) instead of using the internal model 
control. There were significant differences in all data shown above. 

Our results suggest that humans use impedance control when 
internal models become inaccurate because of the complexity of the 
external dynamics. This finding infers that the CNS has a 
mechanism that combines two control strategies adaptively in 
various environments and that the two control strategies are 
complementary.  

In the future, we plan to construct an accurate computational 
model of the musculo-skeletal system that describes arm behaviors 
in dynamical environments. 

III. COORDINATE FRAME FOR BILATERAL MOVEMENT 
Human’s hemispheres control mainly contralateral body parts 

and human can coordinate bilateral ones skillfully. Previous studies 
on bilateral movements reported some evidences. 1: Connection 
between right and left control systems, for example callous corpus, 
occurs interhemispheric interaction. 2: Interhemispheric interaction 
contributes coordination stability. 3: Coordination stability depends 
on bilateral symmetry (i.e. muscle activation pattern). Generally, 
symmetric movements are more stable than asymmetric movements. 
In our study, we focused on interhemispheric interaction which is 
important to make the coordination stability. The aim of our study is 
to reveal the coordinate frame related to control the interhemispheric 
interaction. In particular, we assume two coordinate frames. First, 
intrinsic coordinate frame discussed in many previous studies such 
as the coordinate frame represents internal information, for example, 
muscle activation. Second, external coordinate frame which 
represents movement direction in external space, for example. That 
is, we investigated whether or not symmetrical property of bilateral 
movement and congruence of bilateral movement directions are 
related to interhemispheric interaction. 

A. Experimental protocol 
Fig.4 shows the experimental conditions to examine the 2 

coordinate frames. We asked subjects to perform cyclical 
flexion-extension movements by using bilateral index fingers. At a 
certain point during the movements, subjects needed to modify the 
amplitude of right index finger voluntarily with left finger amplitude 
constant. Then, we could observe unconscious change of left finger 
amplitude when subjects modified the right finger amplitude. We 
defined the unconscious response of left finger as effect of 
interaction between right and left finger control systems and we 
estimated the effect in each condition. 

 
Fig.4 Relative phase between both fingers based on intrinsic and 
extrinsic coordinate frame. 
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Fig.5 Interaction strength (A) and coordination stability (B) of each 
condition. 
 

B. Experimental result 
Fig. 5A shows interaction strength in each condition. Each value 

shows amount of amplitude change of left finger normalized by that 
of right finger. Left finger movement is affected strongly except for 
condition 4. Previous studies suggested that symmetrical movement 
works strong coupling between bilateral control systems and also 
from our study symmetrical movements could observe the strong 
interaction. Therefore, our results in condition 1 and 2 agree with the 
previous contentions. However, despite the asymmetric movement 
in condition 3, the interaction is very strong as well as condition 1 
and 2. These results indicate that in addition to intrinsic coordinate 
frame, extrinsic coordinate frame was used to modify the 
interhemispheric interaction. 

To affect the contralateral movements means that hemispheres 
have strong interaction. In condition 1 and 2, bilateral control 
systems could have the same motor commands because subjects 
activated the same muscles at the same time. On the other hand, in 
condition 1 and 3, these systems could have the same motor 
planning in external space because both finger’s movement direction 
is congruent. If the brain has a sharing information mechanism, 
interaction might occur by sharing or referring the congruent 
information in contralateral hemisphere. This mechanism would 
contribute to decreasing the signal processing load. According to 
previous studies, brain activity is asymmetry during symmetric 
movements. The results in our study suggested that the functional 
mechanism between hemispheres works on multiple coordinate 
frame. 

In addition, if the interaction influences the stability, the stability 
could also relate to these coordinate frames. Figure 5B shows the 
results of the stability in each condition. The stability was estimated 
by standard deviation (SD) of relative phase. High SD of relative 
phase means low stability. Unlike with interaction features, the 
stability depended on only intrinsic factor (movement symmetrical 
property). In condition 3, although the interaction is strong, stability 
is low. The results suggest that these interactions which based on 
two coordinate frames are generated in different level. The extrinsic 
and intrinsic coordinate frames would represent higher and lower 
information respectively, for example motor planning and motor 
command. 

We have to investigate more concrete brain function by using 
fMRI imaging. Many studies focused on supplemental motor area 
and primary motor area as the important brain area to control the 
bilateral movements. These areas have strong connections toward 

the same site of contralateral hemisphere and we expect that these 
areas related to interaction discussed in our study. A further study 
about the function of each area’s connection should be conducted. 
 

IV. ELECTROENCEPHALOGRAM (EEG) AND FUNCTIONAL 
ELECTRICAL STIMULATION (FES) SYSTEM FOR 

REHABILITATION OF STROKE PATIENT 
Stroke is the leading cause of adult disability. Impairments due to a 
stroke create functional deficits in motor control that interfere with 
peoples’ daily lives. Recent evidence showed that motor recovery in 
the acute stages can minimize the effects of stroke. Therefore, most 
stroke survivors will need training to enhance their recovery and 
minimize disability. 

Motor recovery is an important aspect of motor learning, which is 
used in stroke rehabilitation. The signal flow in a motor control 
system is as follows. A motor signal emerges from the motor area, 
goes through the spinal cord and finally activates specific muscles. 
After muscles contract, sensory feedback is conveyed to the 
somatosensory area in the cerebrum. This flow makes a 
sensorimotor closed loop. Healthy subjects can learn motor ability 
by repeating this flow, but stroke patients have difficulty learning 
specific motions because the loop is damaged.  

We propose a rehabilitation method that combines the brain 
computer interface (BCI) and functional electrical stimulation (FES) 
systems (Fig.6). The system uses event-related desynchronization 
(ERD) to reflect motor intentions. FES stimulates the corresponding 
muscles, which return sensory feedback to the brain creating a 
pseudo motor-loop. 

This section explains two pilot studies which we carried out. One 
is the study on the check of motor imagery training, because many 
patients cannot extract ERD without imagery training. In another 
study, we investigated the effect of sensor feedback on ERD. 

A. Experimental protocol 
10 healthy subjects participated in the motor imagery task. This 

task was to show the cursor movement (real-time) on the computer 
screen which is induced by the detection of ERD. The task continues 
1 hour per day and we did this experiment for 3 days. At the end of 
each day, motor imagery and relaxed states EEG were measured 
without feedback, and this datasets were used for the evaluation of 
training effect [3]. 

 
 

 
 

Fig.6 EEG-FES system for stroke patients 
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Fig.7 Imagery training effect ( 2r value：10 subjects’ average and 
variance) 
 
 
17 healthy subjects participated in the FES feedback task. EEG was 
measured while FES was impressed on the both quadriceps. The 
FES condition was ‘FES normal’ that subjects’ knee angle extended 
30 degrees and ‘FES 1/3’ that was the 1/3 intensity of FES normal. 
And we also changed the leg condition as ‘leg free’ and ‘leg fixed’ 
condition. In this experiment, we investigated which sensation 
mainly affects ERD [4].  

As a quantitative measure of the difference between presence and 

absence of motor imagery, we used the 2r  value method 
( equation(3), (4)), which is a well-known BCI research technique In 
the motor imagery task, x  and y  indicate each class frequency 
segment data (for example, x : motor imagery (26-28Hz), y : no 

motor imagery (26-28Hz)) and yx nn ,  indicate the quantity of 

data. 
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The 2r  value was used to calculate within and between 

variances of each class. Increase in the 2r  value indicates a greater 
difference, i.e. greater ERD. 

 

B. Experimental result 

Fig.7 shows 2r  value in the motor imagery task.  The result shows 
that it is effective even if the training is short time (three days). 

The fig.8 shows comparison of each 2r  value (FES normal and 
FES 1/3, leg free and leg fixed). The results show significant 
differences. These suggest that muscular and articular sensation 
mainly affect ERD on motor area [4]. 

 
Fig.8  FES effect for ERD( 2r value：17 subjects’ average and 

variance) 
 

V. CONCLUSION 
In the paper, we shortly reported our recent research results; 
“Decomposition of internal models in arm movements under mixed 
force fields”, “Simultaneous learning of mouse operation with 
conflicting visuomotor transformation” and “Electroencephalogram 
(EEG) and Functional Electrical Stimulation (FES) system for 
Rehabilitation of Stroke Patient.” 

Next year, we continue to clarify the intra-cerebral mechanisms 
for recognizing unfamiliar environments and/or generating suitable 
motor commands, through psychophysical motor learning 
experiments and computational modeling of human movement.  And 
we also are planning the check of the effect of the rehabilitation 
system by a stroke patient. 
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Anticipatory adaptation of sensorimotor coordination

Toshiyuki Kondo
Tokyo University of Agriculture and Technology

I. INTRODUCTION

Learning is an essential feature of living creatures, espe-
cially humans. Even though we are situated in unfamiliar
environments that have kinematic and/or dynamic visuomotor
transformations, we can probably adapt to them within sev-
eral episodes of trial and error. As a consequence of these
active motor learning processes, our brain acquires neural
representations of the relationship between our motor com-
mands and body movements, i.e., internal models of various
environments [1], [2], [7]. For instance, motor learning of
arm reaching movements under unfamiliar force fields has
been widely and intensively studied in psychophysics and
neuroscience research fields [3]. In addition, we can flexibly
select an appropriate motor command according to the context
of internal states and/or surrounding environments. However,
it is still not clear how the internal models are structured or
represented in our brains.

To investigate human motor learning and appropriate selec-
tion of internal models, it is worth that paying attention to
the interference among the identified internal models during
motor learning. Thus, we focused on the problem of simulta-
neous learning of conflicting visuomotor transformations and
contextual switching of the internal models [4], [5], [6], [9].

To verify whether humans can obtain appropriate internal
models that compensate for two unfamiliar and conflicting
visuomotor transformations simultaneously, we investigated
a psychophysical visuomotor learning experiment using a
rotated computer mouse paradigm [8]. In the experiment,
human subjects were asked to move a cursor to a target
emerging randomly on a screen as quickly and directly as
they could using a computer mouse; however, there were one
of two possible rotational transformations between the cursor
and mouse movements, clockwise or counterclockwise by 90
degrees, respectively.

Our previous study [10] confirmed that these two visuo-
motor rotations can result in a conflict in the subjects. Thus,
a preceding color cue corresponding to each rotational trans-
formation was displayed on the screen before starting each
trial. The subjects were expected to learn to compensate for
the two rotational transformations (i.e., create internal models)
and to bind each internal model to a corresponding color cue
to distinguish them.

In the paper, we focused particularly on the effect of
successive experiences on simultaneous learning of conflicting
visuomotor rotations. It has been reported that simultaneous
learning of two conflicting visuomotor transformation tasks
presented in random order was significantly better than the
training with alternating order, even if the total number of

LCD screen

60
0 

[m
m

]

cursor
initial position

target

subject

mouse

flat table

high back chair

partition

tablet

Fig. 1. Experimental setup.

experiences was the same in each case [6]. However, it remains
unclear why the random training schedule aids simultaneous
learning of conflicting tasks. In this study, we assumed that
the alternating training schedule gave no opportunity to expe-
rience the same rotational transformation successively. To test
this assumption, we compared three training conditions; the
encountered rotational transformation type was (1) alternating
with every trial (ALT1), (2) alternating with every two trials
(ALT2), and (3) changed at random (RAND).

II. METHODS

A. Subjects

Twelve subjects (eight males and four females, 21.0±2.0
years old, mean±SD) participated in the experiment with
informed consent, but they know nothing about the purpose of
the experiment. All subjects were right-handed and relatively
experienced with the operation of a computer mouse.

B. Experimental setup and task

The experimental setup is illustrated in Fig. 1. In the
experiment, the subjects were seated on a height-adjustable
high-back chair. An LCD screen (Hewlett-Packard, hp2035)
was placed on a flat table in front of the subjects. The distance
between the subjects and the screen was approximately 600
mm. A computer mouse with a pen tablet apparatus (WACOM,
PTZ-631W) was located at the right-hand side on the table.

As shown in the figure, a mouse cursor and a target
were displayed on the screen. The cursor was a small solid
white circle (diameter approximately 4.0 mm) on a black
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background. During a trial, the subjects could see the cursor
at all times, but their hand movements were hidden by a
partition. The target was displayed on the screen as a small
solid green square (approximately 6.5 mm on a side). At each
trial, the target appeared at a position randomly selected from
eight peripheral candidates at 45-degree intervals illustrated in
Fig. 1.

In the experiment, subjects were asked to move the com-
puter mouse to shift the cursor to the target as quickly as pos-
sible. However, the cursor position (Xc, Yc) was determined
by the displacement of the computer mouse (x, y) with the
following rotational transformation:

(
Xc

Yc

)
= κ

(
cos θ sin θ

− sin θ cos θ

) (
x
y

)
(1)

where κ corresponds to an amplification of the mouse’s
motion. Before starting the experiment, each subject was asked
to adjust the parameter regarding cursor movement to be as
usual. Also, θ is a rotation angle of -90, 0, or 90 degrees. A
clockwise rotation is assumed to be positive.

Fig. ?? schematically shows the three rotational transfor-
mations between mouse and cursor movements. The lower
row indicates mouse movements and the upper one represents
the corresponding cursor movements. In the following, NULL,
CW90, and CCW90 stand for no transformation and clockwise
and counterclockwise 90-degree rotations, respectively.

Trials proceeded as follows (see Fig. 2).

1) The subject was asked to place the mouse device at the
initial position indicated on the tablet.

2) At that time, the background of the screen was filled
with blue (RGB #000080) or red (RGB #800000) in
accordance with the rotational transformation presented
in the next trial (i.e., CW90 or CCW90, respectively).

3) The subject clicked the mouse button. At the same time,
one of the eight targets chosen randomly was displayed
on the screen. Immediately, the subject started to move
the mouse to direct the cursor toward the target.

4) When the cursor reached the target, the trial was termi-
nated with the message, “Please return the mouse device
to the home position.”

5) The process was repeated until a series of trials was
completed.

In the experiment, one set consisted of 32 trials (NS =
32). Thus, the eight targets were randomly chosen four times
each in a set; however, the same target was not presented
consecutively.

C. Performance criteria

In the experiments, all subjects were instructed to move
the cursor quickly on a straight trajectory to the target. To
assess each subject’s performance, the time required to reach
the target (reaching time; Ti [sec]) and accumulated directional

target

cursor

ψ
φ(l)

(Xg, Yg)

(Xc(l), Yc(l))

(Xc(0), Yc(0))

initial position

Fig. 3. Directional error criterion.

error (Ei [rad]) measured in a trial were used (subscript i
denotes the trial number). The accumulated directional error
Ei was defined as

Ei =
Li∑
l=1

|φ(l) − ψ| ,

ψ = arctan
[
Yg − Yc(0)
Xg −Xc(0)

]
,

φ(l) = arctan
[
Yc(l) − Yc(0)
Xc(l) −Xc(0)

]
,

where Xg and Yg represent the target coordinates, and Xc(l)
and Yc(l) denote the cursor coordinates sampled at discrete
time step n (see Fig. 3). Thus, Xc(0) and Yc(0) correspond
to the initial cursor position. Li is the total number of time
steps in the i-th trial.

D. Training procedures

Before starting the simultaneous training experiment, all
subjects were asked to accustom themselves to the task without
visuomotor rotation (i.e., in the NULL condition). After famil-
iarization, subjects executed one set in the NULL condition to
determine baseline performance of each subject.

Subsequently, we started the simultaneous training experi-
ment. During the training, the subjects were exposed to one
of two conflicting visuomotor rotations, CW90 or CCW90,
depending on their training schedules. As specified in Table I,
the subjects were randomly assigned to three groups; (1)
Group ALT1 with a visuomotor rotation alternating every
trial (n = 4), (2) Group ALT2 with a visuomotor rotation
alternating every two trials (n = 4), and (3) Group RAND
with a visuomotor rotation randomly selected at every trial
(n = 4). The training iteration consisted of two sessions of 10
sets each, with a 90-minute rest interval between the sessions.
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Fig. 2. Procedure of a trial.

TABLE I

TRAINING PROCEDURE OF THE EXPERIMENT.

ALT1 ALT2 RAND
(N = 4) (N = 4) (N = 4)

first half alternating alternating random
(1st-10th) (trial by trial) (every two trials)
rest 90 min.
second half alternating alternating random
(11th-20th) (trial by trial) (every two trials)

III. RESULTS

A. Baseline performance

To evaluate the baseline performance of the subjects, the
accumulated directional error measured in each trial (EBSL

i )
was divided by the corresponding reaching time (T BSL

i ), and
we obtained the normalized directional error averaged across
trials for each subject.

ĒBSL =
NS∑
i=1

EBSL
i /TBSL

i

NS
.

Normalized directional errors averaged across trials were
evaluated for each group with the analysis of variance
(ANOVA). As Fig. 4 shows, no significant differences with
respect to baseline performance were found among the sub-
jects in the three groups (F2,9 = 0.695, p = 0.524).

B. Learning performance

To assess the learning curve of each subject in the training
sets, the accumulated directional error in each trial (E i) was
normalized by each subject’s baseline performance ( ĒBSL).
The performance index, here referred to as error rate (R i)
was calculated as Ri = Ei/Ē

BSL.
Since each training set includes the same number of CW90

and CCW90 trials, we averaged them separately within the
set.

Fig. 4. Baseline performances of each group of subjects. The accumulated
directional errors measured in a NULL set were divided by the corresponding
reaching time, and the normalized directional errors were averaged across
trials. ANOVA revealed no significant differences among the groups (F2,9 =
0.695, p = 0.524).

In addition, Fig. 5 compares the average error rates between
the first and last five training sets for each training group and
rotation type. As the figure shows, the error rates seem to
decrease in all cases through the training.

To clarify whether the subjects could learn the two con-
flicting visuomotor rotations simultaneously, we analyzed the
decrement in the averaged error rates between the first and last
five training sets separately in the case of CW90 or CCW90.
The error rates were also averaged across the subjects in each
group.

According to the results of ANOVA, we confirmed that the
error rates were decreased significantly in all cases (training
groups × rotation types), ALT1 group (CW90: F1,38 =
5.95, p = 0.0195; CCW90: F1,38 = 6.01, p = 0.0190),
ALT2 group (CW90: F1,38 = 36.2, p < 0.001; CCW90:
F1,38 = 13.8, p < 0.001), and RAND group (CW90: F1,38 =
23.3, p < 0.001; CCW90: (F1,38 = 22.7, p < 0.001).

From another perspective, we analyzed the error rates
among the training groups by ANOVA separately for each
stage (i.e., the first or last five sets) and rotation type (CW90
or CCW90). Fig. 6 shows the comparison.

No significant differences appeared in the early stage (i.e.,
the first five sets) of CW90 (F2,57 = 2.58, p = 0.0844) and
CCW90 (F2,57 = 2.68, p = 0.0770). Note that the level of
significance was p = 0.05.

In contrast, significant differences were confirmed in the
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Fig. 6. Change in the average error rates between the first and last five sets under the three training conditions. (Left: averaged across CW90 trials. Right:
averaged across CCW90 trials)

Fig. 5. Comparison of the error rates averaged within CW90 (or CCW90)
trials between the first and last five training sets for each training group (a:
ALT1 group, b: ALT2 group, and c: RAND group).

later stage (i.e., the last five sets) of both rotation types; CW90
(F2,57 = 7.73, p = 0.00107) and CW90 (F2,57 = 6.31, p =
0.00334). Accordingly, we executed multiple comparisons
(Bonferroni-Dunn tests) with regard to the cases.

The results of the multiple comparison were as follows:
CW90 (ALT1 vs. ALT2: p = 0.0948, ALT1 vs. RAND: p =
0.00161, ALT2 vs. RAND: p = 0.00554), CCW90 (ALT1 vs.
ALT2: p = 0.212, ALT1 vs. RAND: p = 0.00506, ALT2 vs.
RAND: p = 0.000733). The significance level used here was
p = 0.0167(= 0.05/3).

From these results, we confirmed a significant difference
between the ALT1 or ALT2 and RAND groups, even though
there were no significant differences in the early stage.

IV. CONCLUSIONS

In this paper, we demonstrated that humans can learn
appropriate internal models for compensating two unfamiliar
and conflicting visuomotor transformations simultaneously.

We used a rotated computer mouse paradigm in where the
cursor’s motion is rotated clockwise or counterclockwise by
90 degrees.

We focused on the effect of successive experiences during
simultaneous learning of conflicting tasks. It had been reported
that simultaneous learning of two opposing force fields with a
random order was significantly better than training with alter-
nating order, even with the same total number of experiences.
We assumed that this was because the alternating training
schedule gave no chance to retry the same rotational trans-
formation successively. To test this assumption, we compared
three training conditions: alternating every trial, alternating
every two trials, and changed at random.

Experimental results suggested that providing the chance of
successive trials to the subjects had a small positive effect on
simultaneous learning compared with alternating every trial.
However, the subjects trained under the random condition
still showed a significant advantage in comparison with those
trained under the other conditions.
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Abstract—Do animals have mind?  Do non-mammalian 
vertebrate animals in particular have mental processes similar to 
ours?  The issue of “animal mind” has long been unchallenged 
simply because it was ill-defined.  Recent progresses in 
behavioral studies in birds, however, revealed that they have 
cognitive process analogous to ours.  In this report, we will show 
data obtained from a series of experimental psychological studies 
using chicks of domestic chickens as subjects.   Basic assumption 
is that selection pressure has shaped economically rational (i.e.,  
features linked to maximization of own benefit; or greedily 
ego-centric decision maker hypothesis) as evolutionary adaptive 
traits.  Common selection pressure therefore could have shaped 
basically identical cognitive processes in taxonomically distinct 
groups of animals, such as mammals (including human) and 
birds.  The evolutionary explanation will make sense, if animals 
show optimal behaviors in a variety of different situations.  
Guided by this strategy, we have accomplished (in the academic 
year of 2008) the following series of experimental studies.  (1) 
We compared risk sensitivity in two distinct conditions; one in 
which the amount was at risk (i.e., the associated amount of food 
reward varied among trials) and another in which the proximity 
was at risk (i.e., the associated delay to the food reward varied 
among trials at equal probabilities).  Chicks showed risk 
aversion in amount, and risk proneness in delay, in favor of the 
dissociated internal representation of amount and delay.  In 
order to reveal the difference, however, we had to apply 
Bayesian estimation (or statistical analysis of behavioral data by 
using hierarchical Bayesian models).   (2) Developmental 
facilitation of impulsiveness by competitive foraging was 
experimentally confirmed in behavioral titration experiment 
using inter-temporal choice paradigm.   Study of characteristic 
gene expression patterns in telencephalone is now underway by 
using cDNA microarray analysis.  (3) Patch use behavior was 
experimentally reproduced by using a feeder of gradually 
diminishing return.   The mean residence time proved to follow 
Poisson process, whereas the underlying decision was based on 
retrospective time perception, or the interval of two successive 
food delivery in the immediate past, in a clear contrast to the 
binary choices that were based on anticipatory (prospective) 
sense of time.  Furthermore, pharmacological experiments have 
suggested that the serotonergic system in the medial striatum 
played a critical role both in the anticipatory (prospective) and 
experienced (retrospective) foods, however in opposite manners.   
These results support the idea that; (i) Foraging choices follow a 
complex evaluation function with multiple factors such as 
amount, delay, consumption cost, and risk, and (ii) These 
multiple factors are dissociable in different regions in the brain. 

I. INTRODUCTION 
ECENT progress in behavioral studies of birds suggested 
that they have cognitive processes analogous to ours, 

humans.  Pepperberg [1] reported that African Grey Parrots 
are able to communicate with human in English (a natural 
language of Homo).  Clayton [2] has studied food storing 
behaviors and assumed that blue jays (corvids in general) 
could have episodic-like memory.  Furthermore, Emery [3] 
has suggested that jays organize their behaviors based on 
assumption of other individuals’ cognitive process, indicative 
of “theory of mind” in birds.   All these cases were successful 
in showing that the birds have cognitive processes similar to 
primates.  Does it mean that the they have “mind” that is 
identical to ours? 

This issue of the animal mind is however,  terribly 
ill-defined, simply because many topics and concepts remain 
highly polysemic; without specifying them, we are unable to 
precisely argue the “similarity”.  It is also highly controversial 
whether elementary brain processes in animals (and humans) 
mind process can be categorized in the same fashion.  Purely 
materialistic approaches have limited applicability to the issue 
of mind. 

In this report, I will introduce some of the experimental 
psychology of domestic chicks as subjects.  The idea is that 
the ecological backgrounds of foraging choice can be related 
to the neural bases and cognitive processes.  Through viewing 
the issue in both ecology and neuroscience, we will be 
prepared to discuss the issue of animal mind (or evolution of 
intelligence) with minimal assumptions.   

Due to phenomenal convergence, a given “equation” often 
yields a diverging spectrum of “solutions.”  Neuroscience has 
been a powerful tool, because we could disregards those 
“solutions” that were physiologically unrealistic.  Similarly, 
through filtering the possible “solutions” by ecological / 
evolutionary means, we will be given additional constraints, 
thus making our arguments on animal minds more tractable 
(i.e., requiring fewer lines of assumption) than it used to be.  
The present series of study thus aims at the foundation of 
system neuro-ecology. 

II. OPTIMAL FORAGING THEORY 
Based on insect behaviors, Charnov [4] proposed two 

classical models for foraging behaviors based on foraging 
behaviors, both of which are quantitatively formulated and are 
highly sensitive to experimental verifications; they are, 

Mobiligence for optimal investment 
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optimal diet menu model (or optimal prey menu model) and 
optimal patch use model (or optimal patch stay time model).  
Both of these two models assume that rational decision 
makers adopt the optimization strategy, so that animal 
behaviors are designed toward maximization of subjective 
long-term gain rate. 

 

 
Fig.1 Optimal menu model (A) and patch-use model (B) 
A: Assume a forager that encounters one of n different kinds of food 
items.  The forager decides to attack the food, or to pass it over in search 
for an alternative, or lost opportunity.    B:  Assume a situation in which 
food resources are unevenly scattered in a patchy manner, and the 
forager encounters one of these patches.  As the forager continues to 
forage in the patch, naturally the resource will be exhausted, making 
the instantaneous gain rate gradually decrease.  At a marginal point 
(G’(t)=R), in which the instantaneous gain rate reaches maximum, 
optimal forager should leave the patch of food. 
 

Let us assume a forager that encounters a food item while 
foraging.  The environment contains food items of several 
different types.  The forager is omniscient and knows the gain 

(e) and handling time (h) for each food type.  However, the 
encounter is randomized, and the subject forager does not 
know what food type he will find next.  Attack will give rise to 
a certain gain at the expense of the handling time; passing over 
will, on the other hand, gives rise to the food item that is 
potentially available, or the lost opportunity. 

Natural condition is actually much more complicated.  
Food items are often scattered in a patchy fashion, and forager 
must move from a patch to another without explicit 
information on the location and quality of food patches.  Once 
subject encounters a patch, he will collect the food items.  In 
the initial phase of patch use, the gain rate is high, because the 
patch is fresh with a certain amount of food.  Subsequently, as 
the forager stays longer, the food density decreases, making 
the instantaneous gain rate monotonically decreasing.  
Optimal forager must leave the patch before the food is 
exhausted.  At certain point of time, the lost opportunity (the 
gain available in the next patch) will exceed the immediate 
gain, making the move an economically rational decision.  
The law of “diminishing return” holds true also in the animal 
economics. 

Ecological / ethological studies in insects, birds and fish 
basically proved validity of these two models, as they are 
successful in predicting some of the foraging behaviors [5].  
The molar properties of foraging behaviors thus follow 
general rules irrespective of evolutionary backgrounds.  What 
behavior and cognition at the molecular level are 
responsible?  

III. CHOICE THEORY 
Birds do not learn aerodynamics in order to fly.  Similarly, 

economical decision makers do not need to learn economics in 
order to achieve the optimal foraging.  The point is whether 
the decision leads to the long-term gain, irrespective of the 
immediate consequences. 

It should be noted that both of these models could be 
explained by a unifying scheme as shown in Fig.2.  Here, the 
choices are between “small-but-immediate reward” 
(immediate food or the food available within reach) and 
“large-but-delayed food” (lost opportunity).  In psychological 
framework for human behaviors, the former is referred to as 
impulsive, while the latter self-control.  Clearly in human 
society, we have an agreement that the self-control choice is 
“adaptive” and the impulsive choice is “maladaptive” nature. 

When viewed from the ecological standpoint, however, the 
terms seem somehow misleading.  Actually, in many 
situations, foraging animals show a certain level of 
impulsiveness in foraging decisions, suggesting that the 
distance (spatial proximity) or delay (temporal proximity) is 
critical.  Why? 

Under natural condition, the immediate food is often 
available for a short period of time.  The food item may flee, 
or snatched by others, making the self-control decision makers 
less profitable.  In this situation, on the other hand, impulsive 
decision makers may even maximize the long-term gain rate.  
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Depending on the food resources, level of impulsiveness must 
be appropriately kept elevated to a certain point. 

Fig.2 Inter-temporal choice scheme as a unifying 
framework for the two models of optimal foraging theory 

IV. DIMINISHING RETURN, SEROTONIN, TIME 

PERCEPTION AND DECISION MAKING 
In this report, we will focus on the issue of chicks’ decision 

to leave the food patch of gradually decreasing gain rate.  We 
tried to reconstruct the natural foraging situation in laboratory 
apparatus shown in Fig.3A.   

 

 
 
Fig.3  I-shaped maze and feeding patterns. 
A: Sensor placed on each feeder detects the chick approach to the 
positive feeder (red), and triggers the programmed feeding patters 
shown in B.  The program is interrupted when the chick approached to 
the opposite negative feeder.  In this situation, chicks soon learn to 
actively shuttle between the two feeders to gain food from the positive 
one.  B: Control parameters are the initial interval (0.5 sec or 2.0 sec) 
and the increment rate (x1.1 or x1.2).  In two other groups of chicks, the 
instantaneous gain rate was doubled by delivering two grains at a time, 

whereas the temporal patterns of feeding was identical.  Factors of time 
and amount were thus dissociated. 
 
  Residence time was measured in these 6 different 
conditions (each containing 6 chicks without overlaps, and 
each chick was examined three times, each containing 20 
shuttles).  Variance of the residence time was approximately 
square of the mean in each chick, suggesting that exponential 
distribution fits.  Most probably, the underlying process is 
simply Poisson-based.   We therefore represented each chick 
by the mean, as an inverse of the mean probability to leave. 
 Further detailed analysis of the instance of patch leave, we 
found that the decisions were made based on the retrospective 
time perception, rather than the prospective time.  As a 
measure of the retrospective time, we adopted the leave-point 
interval or the interval of the latest two delivery just before the 
leaving point (Fig. 4). 
 
Fig. 4  Leave points from the positive feeder reveal 

distinction between retrospective and prospective time 
perception 
 
 As shown in Fig.4A, chicks left the feeder at a certain level 
of the leave-point interval irrespective of the amount of food 
(1 or 2 grains per delivery); in contrast to our initial prediction, 
no significant effects of the amount factor was found after 
statistical tests using two-way ANOVA (data not shown).  On 
the other hand, as shown in Fig. 4B, the time to the next food 
(i.e., the time to the next patch (anticipated food of the leave 
option) and the time to the next grain (anticipated food of the 
stay option) were not correlated with the chick decisions.  
Clearly, chicks cared the immediate past, but not the food to 
be gained in the future. 
 These results suggest that the unifying scheme (Fig. 2) is 
not applicable to chicks.  It rather suggested that the two 
models in the optimal foraging theory are accomplished by 
distinct time perception; namely, the diet menu model by the 
prospective time (food anticipation) and the patch use model 
by the retrospective time (food experience in the immediate 
past).   
 Pharmacological action on serotonin (5-HT) also revealed 
distinction between the two models.  As reported previously 
(in 2007 report), selective serotonin reuptake inhibitor (SSRI, 
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fluvoxamine (flu) was used in this study) proved to suppress 
impulsiveness in inter-temporal choice paradigm, and the 
acutely treated chicks shifted their choices toward a larger but 
more delayed food reward.  Actually, as shown in Fig. 5, 
systemic injection of flu selectively (but not specifically) 
enhanced the extracellular concentration of 5-HT in the 
medial striatum, which has been shown to be involved in 
choices based on anticipated food reward.   
 

 
Fig. 5 In vivo microdialysis from freely behaving chicks 
revealed selective increase in 5-HT in the medial striatum 
after the injection of fluvoxamine (arrows). 
 
 The unifying scheme shown in Fig. 2 suggested that flu 
injection caused chicks less impulsive (or more 
self-controlled), thus making the move to the new patch 
(larger and distant food) more frequently.  Flu could have 
decrease the patch residence time, making chicks to leave the 
feeder when the instantaneous gain rate was yet considerably 
high.  In reality, however, chicks injected with flu showed a 
longer residence time.  It is to be noted, however, that both of 
the prospective and retrospective time perception are 
influenced by localized lesions to the medial striatum – 
nucleus accumbens [8,9]. 

V. CONCLUSIONS 
1. Classical foraging theory has proposed two different 

models, “optimal diet menu model” and “optimal patch 
use model”.  These two models can be unified, as a single 
scheme of inter-temporal choice could explain these two. 

2. Results of behavioral and psychopharmacological studies 
were not in concert with the idea of unified theory. 

3. It is suggested that the menu model is based on the 
anticipation of immediate future reward (or the 
prospective time perception), whereas the patch use 
model is based on the experience in the immediate past 
(or the retrospective time perception). 
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Recalibration of time to contact

Yasuharu Koike
Tokyo Institute of Technology

Abstract— In order to elucidate the mechanism of predicting
the timing of contact.We examined an experimental investiga-
tion of the adaptation process that shifts in the timing of the
visual and tactile. Visual stimulus was the falling ball in 9.8
m/s2 acceleration for any tactile stimuli and the tactile stimuli
was shifted 60 msec. The subject repeated the ball catch task
with shifted condition. As a result, the subjects did not aware
the timing shift, but they change the timing of tactile contact
with the estimated time. This means that the simultaneity was
also shifted about 60 msec after the adaptation task.

I. INTRODUCTION

We are born without adapting to the natural environment
on Earth, and have been adapting to the environment by
learning. To recognize the environment, especially visually,
its color, shape and texture as well as external features,
or to study the physical characteristics such as weight and
softness. This capability not only be acquired by sight, touch
and manipulation of the object give us some information
about the dynamics of it. To manipulate the object, brain
needs to generate a motor command to control the movement
of arms. Moreover, the brain can estimates the future state[5]．

The pathway of two cortical systems provide ’vision for
action’ and ’vision for perception’, respectively [4].

We can assume two hypotheses for explaining this phe-
nomena in fig. 1. One is that the subject learned the different
timing by using visual stimuli (1). They would become to
estimate the different TTC with same visual stimuli as they
learned the different acceleration. The other one is that the
subject learned the delay between the motor command and
muscle tension (2). It is known that the delay between muscle
activation and force exertion is about 100 msec, and the
delay between motor cortex and muscle is about 20 msec.
Usually, we don’t aware of this delays during motor tasks.
We probably learned this delay and send the motor command
beforehand to compensate these delay.

There are some researches which has been focused on
the sense of the time difference between two modalities in
both physical transmission time and sensory processing time.
Visual signals to reach the brain behind times, so the scene
what we are looking now is in the past[1]. However, for a
variety of different sense of time delay, some mechanism is
needed to ignore it[2]. Thus, the time difference between the
auditory and visual are investigated. In this study, the time

P & I Laboratory, Tokyo Institute of Technology, R2-15, 4259, Nagatsuta-
cho, Midori-ku, Yokohama, 226-8503 koike@pi.titech.ac.jp

difference between visual and tactile were examined. Also
the stimuli was not passive.

Brain

TTC Estimation

Visual Information

(Height, Vel, Acc)

Timing

Motor CommandInternal Model

 of the arm

(1)

(2)

Fig. 1. Two hypotheses for learning this task

II. METHOD

A. VR environment

We use a haptic device “SPIDAR” which use four motors
（Maxon DC motor, RE25) to strain by strings for applying
the force to a hand [3]. This device can be measure the
position by measuring the length of the strings by rotary
encorder in 1 kHz sampling.

We also measure Electromyographic (EMG) signals
(Bagnoli-16 system Delsys inc.) for measuring a intention
for catching, because EMG signals activate about 100 msec
before exerting a force. Active electrode was put on palmaris
longus and EMG signals was sampled at 2 kHz with 16bit. In
order to show the visual stimuli to the subject, plasma display
(PDP503-CMX, 50 inches, Pioneer) was used. Virtual ball
was falling from 80 [cm] height with 0 [m/sec] initial
velocity, was same color and size, and applied 4.9 [N] force
to right hand for 1.1 sec for different perturbation conditions.

B. Ball catching task

Subjects were asked to catch the ball at the initial position.
At the beginning of the trial, beep signal sounded and after a
random delay ranging from 2.5 to 3.5 sec, the virtual ball was
falling with 0 m/s initial velocity and 9.8 m/s2 acceleration.

In experiment 1, the participants judged the simultaneity
of vision and haptic stimuli presented with various time
lag from -200 msec to 200 msec. One condition was that
the visual stimuli was fixed to 9.8 m/s2 and the haptic
stimuli was shifted from -200 ms to 200 ms randomly.
Other condition was that the haptic stimuli was fixed to
9.8 m/s2 condition (about 400 ms) and the vision stimuli
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Fig. 2. Experimental environment.

was changed from about 4.4 m/s2 to 20.0 m/s2 . A trial
consisted of pairs of stimuli presented at one of 15 physical
stimuli onset asynchronies (SOA), which were randomly
interleaved within a method of constant stimuli. In this study,
positive SOAs always refer to a visual lead and negative
always to a tactile lead. Each experiment contained 20
presentations at each SOA.

In experiment 2, subjects performed two different exper-
iments. In each experiment, the force timing was different,
and the timing was selected from 2 conditions, -60 or 60
msec. In 60 msec delayed condition, the force signal was
applied after 60 msec in visually contact.

Subject caught the ball with constant time lag condition
and repeated 100 trials for adaptation without any judgment.

After the adaptation phase, the subject did the same
experiment for time lag judgment as same as experiment 1.
In the experiment, the subject made an unspeeded temporal
order judgment task as to “which stimuli came first.” The
subject was forced to choose the tactile or the vision stimulus
which was preceded.

III. RESULT

A. Experiment 1

In experiment 1, the subject performed two different
conditions. The vision stimuli was the ball trajectory of 9.8
m/s2 acceleration and the tactile stimuli was shifted from
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Fig. 3. Ball trajectories for different acc conditions.

-200 to 200 ms (blue dot). Other condition was the tactile
stimuli was constant at 9.8 m/s2 acceleration timing. The
vision stimuli was shifted from 6 m/s2 to 20 m/s2 (red
dot).
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Fig. 5. Psychometric functions for visuotactile pairing

Psychometric functions can be seen in Fig. 5. The cor-
responding to the 50% response level on the psychometric
function was about 30 msec and the sensitivity of SOA was
height for tactile condition. This because that it is difficult to
judge the difference of visual stimuli and the subject would
estimate the same timing as 9.8 m/s2 conditions.

B. Experiment 2

In experiment 2, after the adaptation, the vision stimuli
was the ball trajectory of 9.8 m/s2 acceleration and the
tactile stimuli was shifted from -200 to 200 ms in Fig. 6(red
dot).

As a result, the simultaneity was also shifted to about 60
msec and it was the same time lag of the adaptation. From
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previous some experiments, we found that the onset of EMG
activities before the time to contact. So motor planing or
the state estimation of the ball was affected and also the
judgement was shifted.

IV. MRI COMPATIBLE HAPTIC DEVICE

In fMRI room, in order to apply the force feedback, we
can not use conventional electric motor. So we have been
developing the new haptic device which is controlled by
ultrasonic motor. This device is controlled by the equiriblium
point and stiffness which were estimated from EMG signals.

The schematic picture is shown in Fig. 7. In this figure,
two muscles are represented as spring and the model param-
eters of muscle are estimated by equiriblium posture which
was calculated from surface EMG signals. The joint stiffness
is also estimated using same model parameters.

Figure 9 shows the controlled device using ultrasonic mo-
tor. The prothetic arm is controlled from estimated posture.
This posture is quite similar to the real posture woth no delay.
Also the force can be produced.

The joint torques are estimated from this equation.

τ (u, θ; v) = v10 +v2u+uTV3u+(v40 + v5u) θ (1)

τ = v10 + v2u + uTV3u + (v40 + v5u) θ (2)

where, vj = (vj1, vj2)（j = 2, 3, 5），V3 = diag(v31, v32)，
u = (u1, u2)T respectively. vji are esimation value and are
represent from ai，kji and lji (i = 1, 2).

Figure 8 shows the estimated results of equiriblium posture
and joint torque. As shown in this picuture, not only the joint
torque and also equiriblium posture are estimated precisely.

V. CONCLUSION

Visual stimulus was followed the normal gravitational
environment and only the timing of force was changed. In
this condition, the subjects could learn the proper timing of
catching task. This means that the subject predict the timing
of contact from the adaptation task. Also the subject shifted
the simultaneity of vision and tactile stimuli.

Moreover the subject could adjust the timing of not only
the static tactile environment, but also dynamic environment
such as ball catching task.
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Abstract— During a visual search, information about the 
visual attributes of an object as well as associated behavioral 
requirements is essential for discriminating a target object from 
others in the visual field. On the other hand, information about 
the object’s position appears to be more important when 
orienting the eyes toward the target. To understand the neural 
mechanisms underlying such a transition (i.e., from nonspatial- 
to spatial-based target selection), we examined the dependence of 
neuronal activity in the macaque posterior parietal cortex (PPC) 
on visual sensory properties and ongoing task demands. We 
found that a subset of PPC neurons significantly discriminated 
the target from other stimuli only when the target was defined 
by a particular stimulus dimension and had specific stimulus 
features (condition-dependent target selection), while another 
subset did so irrespective of the stimulus features and the 
target-defining dimension (condition-independent target 
selection). A great deal of variety in the neural representations 
specifying the locus of the target suggests the PPC may be 
situated at the level where the transition from nonspatial- to 
spatial-based target selection takes place [25]. 

 

I. INTRODUCTION 
uring a visual search, information about the visual 
sensory properties of individual objects and the ongoing 

behavioral requirements is essential for discriminating an 
object of interest from others in the visual field. On the other 
hand, information about the locus of the target is more 
important when shifting covert spatial attention and overt eye 
movement toward it. This information flow may correspond to 
the transition from nonspatial- to spatial-based target selection 
processes. 

Several lines of evidence suggest the importance of the 
posterior parietal cortex (PPC) in the transition from 
nonspatial- to spatial-based target selection. On the one hand, 
area 7a and the lateral intraparietal area (LIP), which are 
visual-motor areas [1]-[3], play crucial roles in target 
selection [6], [9], [21], [23] spatial attention and anticipation 
[5], [7], [8] [10] and saccade planning [20]. On the other hand, 
the activity of PPC neurons can directly reflect visual sensory 
attributes, such as the color and shape of a stimulus [11], [15], 
[18], [19], [22]. Thus, the PPC may be situated such that it is 
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able to play a key role in the transition from nonspatial- to 
spatial-based target selection. 

To obtain insight into the neural mechanism underlying 
such a transition process during target selection, we examined 
the dependence of neuronal activity in the PPC of the macaque 
on visual sensory properties and ongoing task demands. 

II. METHODS 
The monkeys were required to perform a multidimensional 

visual search task (Fig. 1). In each array, two singletons, one 
unique in the shape dimension (shape singleton), the other in 
the color dimension (color singleton), were presented with 
four additional identical stimuli (nonsingleton). Each stimulus 
was made from two possible shapes (bar and circle) and two 
possible colors (cyan and yellow). One of the singletons 
served as a target and the other as a distractor, depending on 
the ongoing target-defining dimension, which was indicated 
by the color of the fixation spot (shape search, red; color 
search, blue). In the shape search, the shape singleton was the 
target, and the color singleton was the distractor (upper row in 
Fig. 1), and the opposite was the case in the color search 

Condition-dependent and condition-independent target selection in 
the macaque posterior parietal cortex 

Tadashi Ogawa 

D  
 
Fig. 1.  Stimulus conditions for the experiment. Two singleton stimuli, 
one unique in the color dimension, the other in the shape dimension, 
were presented simultaneously with four additional identical stimuli. 
Open and filled symbols correspond to cyan and yellow, respectively. 
Monkeys had to make a saccade (arrows) to one of the singleton 
stimuli, depending upon the instructed target-defining dimension. In 
the shape search (upper row), the shape singleton was the target and 
the color singleton was the distractor. In the color search  (bottom row), 
the shape singleton was the distractor and the color singleton was the 
target. The nonsingleton stimulus never became the target (nontarget). 
Examination of the two search conditions was conducted in separate 
blocks. The ongoing target-defining dimension was signaled by the 
color of the fixation spot. 
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(lower row in Fig. 1). A nonsingleton never became the target 
under either search condition (this stimulus condition will be 
referred to as nontarget, in contrast to the target and distractor 
conditions). 

III. RESULTS 
Activity of posterior parietal neurons in the 

multidimensional visual search task 
Figure 2 shows one representative neuron. The response 

patterns elicited in this cell by the target stimulus varied 
greatly, depending on the stimulus features and the 
target-defining dimension. This neuron showed the greatest 
activity when the target was a yellow bar and the 
target-defining dimension was the shape dimension (black 
trace in Fig. 2A). Under those conditions, the activity 
significantly discriminated the target from the distractor and 

 
 
Fig. 2.  A parietal neuron showing dependence on stimulus features and 
the target-defining dimension 
(A-D) Spike density functions during the multidimensional visual 
search task. Thick black and gray lines indicate the responses to the 
shape and color singleton stimuli appearing in the receptive field. 
Dotted thin gray lines indicate the responses to a nontarget 
(nonsingleton) stimulus. Solid and dashed lines respectively indicate 
that the stimulus in the receptive field was the target or distractor. The 
responses are temporally aligned at the onset of the stimulus array. (E) 
Normalized mean responses (with SE) of the same neuron for the entire 
set of 24 trial conditions, which were calculated by dividing the 
responses to the 24 different stimulus conditions by their average. 
Upper insets indicate the stimulus features in the receptive field in the 
shape search (left) and the color search (right). In each set, three 
connected circles respectively indicate from left to right that the 
stimulus in the receptive field was the target (T), distractor (D) or 
nontarget (NT). Asterisks indicate significant difference from the two 
other responses in each set (Mann-Whitney U test, p < 0.01). 
 

 
 
Fig. 3.  A parietal neuron showing no dependence on stimulus features 
or the target-defining dimension 
The activity of this neuron always exhibited significant discrimination 
of the target from the other stimuli, irrespective of the stimulus features 
and target-defining dimension. Conventions are the same as in Fig. 2.  
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nontarget stimuli (Mann-Whitney U test, p < 0.001). By 
contrast, when the stimulus features of the target were 
changed from a yellow bar to a cyan circle (black trace in Fig. 
2B), when the target-defining dimension was changed from 
the shape dimension to the color dimension (gray trace in Fig. 
2C), or when both the stimulus features and the target-defining 
dimension were changed (gray trace in Fig. 2D), the 
magnitude of the activity elicited by the target stimuli were 
significantly less than the maximal response (Mann-Whitney 
U test, p < 0.001) and were no longer sufficient to significantly 
discriminate the target (Mann-Whitney U test, p > 0.05). 

Figure 2E shows the normalized responses for the entire set 
of 24 trial conditions (two shapes × two colors × three 
behavioral relevance × two search dimensions). This neuron 
only exhibited significant target discrimination when the 
target was a bar stimulus and was defined in the shape 

dimension (Mann-Whitney U test, p < 0.001). Thus, the 
activity related to target discrimination was highly selective 
for the combination of the stimulus features and the 
target-defining dimension. 

Figure 3 shows another representative neuron whose 
response profile is very different from that of neuron in Fig. 2, 
in that the activity elicited by the target was much less 
dependent on the stimulus features and the target-defining 
dimension during the visual search. Figure 3E shows that 
under all eight target conditions the responses to the target 
were significantly larger than those to the distractor and 
nontarget stimuli (Mann-Whitney U test, p < 0.001), 
irrespective of the stimulus features and the target-defining 
dimension. 
 

Time course of neural representation of target 

 
 
Fig. 4. Time course of the population responses 
Average population responses of the variant type neurons (n =21) in the shape search (A, B) and the color search (C, D). For clarity, only neurons that 
preferred the shape dimension are shown. The stimulus shown in the receptive field had either the preferred (A, C) or nonpreferred (B, D) stimulus features. 
Traces in each panel are aligned at the time of array presentation (left panel) or saccade initiation (right panel). Thick solid, thick dashed and thin dotted lines 
indicate the population responses to the target, distractor and nontarget stimuli, respectively. Black, gray and blue lines respectively correspond to the 
responses to a shape, color and non singleton stimuli. Shaded areas indicate 1 SE. Black, gray and blue triangles respectively denote mean saccade reaction 
times when a shape, color, or non singleton stimulus was presented within the receptive field. Horizontal black lines below the spike density functions 
indicate the period during which the target was significantly discriminated from the distractor and nontarget stimuli (permutation test, p < 0.01). The number 
above this horizontal line indicates the first time after the stimulus onset that target discrimination became significant and continued for at least 50 ms. (E-H) 
Time course of the population responses of the feature type neurons (n = 11) are shown in the same format as in A-D. (I-L) Time course of the population 
responses of the invariant type neurons (n = 35). 
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information 
Figures 4A-D show activity averaged across the variant 

type neurons. For clarity, only the neurons that preferred the 
shape dimension were considered (n=21). The response was 
significantly larger when the target stimulus in the receptive 
field had the preferred stimulus features and was defined in the 
shape dimension (black solid trace in Fig. 4A) than when the 
identical stimulus was the distractor or the nontarget (gray 
dashed and gray dotted thin traces in Fig. 4A). However, when 
the stimulus features of the target were changed to the 
nonpreferred ones (black trace in Fig. 4B) or when the target 
was defined in the color dimension (gray traces in Figs. 4C 
and D), there was no evident increase in the response to the 
target, and the significant target discrimination disappeared 
(permutation test, p > 0.01). 

Figures 4E-H show the activity averaged across the feature 
type neurons (n=11). When the target had the preferred 
features in the shape search (black trace in Fig. 4E) or in the 
color search (gray trace in Fig. 4G), the activity significantly 
discriminated the target from the other stimuli. However, 
when the stimulus features of the target were changed to the 
nonpreferred ones (black trace in Fig. 4F and gray trace in Fig. 
4H), the magnitude of the increase in activity elicited by the 
target was substantially diminished, but the average 
population responses still significantly discriminated the 
target from the other stimuli (permutation test, p < 0.01) 
around 160-180 ms after array presentation.  

Figures 4I-L show activity averaged across the invariant 
type neurons (n=35). Irrespective of the stimulus features and 
the target-defining dimension, the target discrimination 
became significant around 130-140 ms after array 
presentation (permutation test, p < 0.01) and remained 
significant throughout the trials. 

IV. DISCUSSION 
We found that the neural representation specifying the 

locus of a target showed a great deal of variability in PPC 
neurons. At one extreme was a subset of neurons that 
exhibited significantly enhanced activity only when the target 
had the preferred stimulus features and was defined in the 
preferred stimulus dimension (variant type, Figs. 4A-D). An 
intermediate subset of neurons showed strongly increased 
activity when the target had the preferred stimulus features 
(feature type, Figs. 4E-H). Finally, a subset of neurons at the 
other extreme invariably exhibited enhanced activity when the 
target was in the receptive field, irrespective of the stimulus 
features and target-defining dimension (invariant type, Figs. 
4I-L). Such a wide variety of condition-dependent and 
condition-independent target selection processes suggests that 
the PPC may be one of the sites in the cortex where the 
transition from nonspatial- to spatial-based target selection 
processes takes place. 
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1. The condition of successful 
communication 
Verbal communication is essential for 

human society and human civilization. 
Non-verbal communication, on the 
other hand, is more widely used not 
only by human but also other kind of 
animals, and the content of information 
is estimated even larger than the 
verbal communication.  
Among the non-verbal communication 

mutual motion is the simplest and 
easiest to study experimentally and 
analytically. The preliminary data of 
the mutual tracking experiment is 
shown in Fig.1 and Fig.2 
Fig.1 shows the mutual correlation 

function of the velocities of two subjects 
in the reactive tracking experiment, 
that is, the subject is asked to track as 
accurate as possible but not to pass the 
marker of the other subject. Fig.2 
shows the same in proactive tracking 
experiment, that is, the subject is 
asked to track as accurate as possible 
but not to be passed by the marker of 
the other subject. The graphs show 
that the simultaneous correlation (the 
value for τ=0) is high for proactive 
tracking and that it is low for reactive 
tracking. If we consider that the high 
mutual correlation is good 
communication, the data shows that 
proactive control is important for 

communication. 

 
Fig.1．Mutual velocity correlation function in 

reactive trackingexperiment 

 
Fig.2  Mutual velocity correlation function in 

proactive tracking experiment  
 
2. Importance of proactive control 
  Predictive function is important for 
human and other animals to adapt for the 
constantly changing environment and to 
communicate smoothly with other 
members of the society(1,2,4). The “real 
time” response cannot be realized without 
this function by humans and other 
animals which is not equipped with the 
fast response system of milliseconds 
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which modern robots easily achieve. 
  Proactive response is widely observed 
in the human life, such as in driving a car 
in a curved road(2). Proactive control to 
move the hands preceding the target is 
realized by over-predicting and 
over-compensating the delay. The 
advantage of moving the body preceding 
the change of environment exists in the 
statistical reduction of the error of the 
body motion.(1,2,3)  Optimization of the 
dynamic error realized by proactive 
control, thus consists one of the 
important principle of the 
MOBILIGENCE. 
 
3. The unsolved problems of predictive 
function in proactive control 
  The model (1,3,4) we proposed for 
proactive control consists of an ordinary 
feedback term and a feedforward term 
which is the target velocity multiplied by 
an unknown factor γ slightly greater 
than unity. Both terms are expressed at t
－δ、where δis the delay time necessary 
for perception and information processing 
to drive muscles.  Although the model 
explains the main part of the 
experimental observation, there 
remained unsolved problems. 
(1) What is γin the model? 
(2) The model failed to explain the 

missing proaction in the low 
frequency region (f<0.3Hz) for the 
harmonic motion in a linear orbit. 

(3) How one recognizes the speed of the 
target expressed in the model? 

(4) Why the feedback term and 
feedforward term is added to drive 
muscle? 

 

4. The purpose of the present research 
We have made research to solve the 

problems cited above, especially in this 
work we focused on a problem why some 
rhythmic component appears in the 
velocity spectrum when the hand is 
proactive. The experimental research we 
have pursued so far in this project 
suggested that mainly 2f component 
rhythmic motion always appears when 
the hand motion is proactive. We hoped 
this might give a solution to unsolved 
problem (3). 
 
5. Experimentals 
 1)Tracking in a straight linear orbit and 
the velocity power spectrum 
This experiment was undertaken to 

clarify the difference between the 
tracking characteristics of circular orbit 
and linear orbit. Target velocity; 
3m/37.5sec. Distance of the screen from 
the subject;4m  Maximum vision angle 
~80degree 
 2)Blind tracking and the velocity power 
spectrum 

Target is not shown, but the orbit is 
always shown ( linear or circular). In this 
paper experiments was performed only 
for a circular orbit. f=0.1Hz 
 3)Intermittent blind tracking and the 
velocity power spectrum 
   The circular orbit was constructed by 

two target –hidden regions (each 30%, 
at the top and the bottom ) and two 
target－shown regions (each 20%, at 
the right and the left ends) 

 
6. The results and discussions 
 1) Tracking in a straight linear orbit 
   Fig 3 shows a typical example of the 

32



power spectrum of the hand velocity in 
this condition. The spectrum is not far 
from a Gaussian with its peak around 
1Hz and the half width of 1Hz. The 
power spectrum is close to what was 
observed for a circular orbit (Fig4), 
except the fact that the spectrum for 
the circular orbit has a longer tail. The 
difference is discussed in the next 
section. 

 

 
Fig.３Power spectrum of tracking velocity in 

 a straight linear orbit 

 

2) Blind tracking in a circular orbit 
Fig.5 shows a typical example of the 

power spectrum of hand velocity of the 
blind tracking in a circular orbit. The 
spectrum has a long tail with no peak, 
and clearly different from Fig.3 and 
Fig.4  This interesting results seem 
to show  

1)The spectrum in blind tracking 
represent lateral error correction from 
the orbit. It is necessary in near 
future to verify the results in a linear 
orbit. 

2)The spectrum of tracking in a circular 
orbit(Fig.4) may be understood as being 
composed of the authentic tracking 
spectrum(Fig.3) and the lateral orbit 
correction spectrum(Fig5) 

 
Fig.4．Power spectrumof tracking velocity in a 

circular orbit at  f=0.1Hz 

 
Fig.5  Power spectrum of blind tracking 

velocity in a circular orbit at f=0.1Hz 

1) Intermittent blind tracking 
Fig.6 and Fig.7 illustrate the power 
spectra of intermittent blind tracking  

(red lines) at f=0.1Hz and f=0.7Hz, 
respectively. Black lines show the 
normal tracking at the same 
frequencies. The results seem to 
show that  
1) Only the feed-back mechanism 

seems to operate when there is no 
structure on the orbit. 

2) The rhythm components of f and 
2f (f is the target frequency) 
appears even at the low 
frequency f=0.1Hz when there is 
a structure on the orbit. 

3) Fig 7 shows that rhythmic 
components appear when the 
target speed is high, whether or  
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not the orbit has a structure. The reason 
for this result may be understood that the 
whole symmetry of circle was lowered by 
the preferential axis of eye motion and/or 
muscle motion. This situation would be 
special to a circular orbit because no 
rhythmic motion can be expected in a 
linear orbit other than the broad 
feed-back spectrum shown in Fig 3. 

 
図６ Power spectrum of  tracking velocity 

 in an intermittent circular orbit at f=0.1Hz 

(red line). Power spectrum of an ordinary 

tracking velocity (black line)is shown for 

comparison for the same frequency 

図７Power spectrum of  tracking velocity in an    

intermittent circular orbit at f=0.7Hz (red line). 

Power spectrum of an ordinary tracking velocity 

(black line )is shown for comparison.  
 
7. Conclusive remarks 
  We measured the power spectrum of 
the hand velocity in various conditions 

and clarified the following points on the 
feed-back and feed- forward mechanism 
as basic knowledge to understand the 
condition of good communication. 
1) The spectrum of tracking error 

correction (feed-back term)is a broad 
Gaussian type with its peak at ~1Hz 
and half width of ~1Hz.  

2) The spectrum of lateral error 
correction from the orbit is a long tail 
type with no peak. 

3) The feed-forward mechanism seems 
to function by creating and 
remembering a rhythmic component 
in the velocity which reflects some 
structure available in the orbit. 
Proactive control and good 
communication seem to work when 
this mechanism functions to a 
sufficient level. 
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I. REPRESENTATION OF OTHER’S BODY IN THE BRAIN  

 

Abstract— It is well known that parietal cortex is much 
concerned with self body representation by integrating 
visual and somatosensory input.  Furthermore, it is 
claimed that other is represented in the brain with self. 
Mirror neuron is one example. These neurons represent 
image of other’s behavior on own motor representation. 
This suggests shared representation of self body and 
other’s body in the brain. We found that some of parietal 
bimodal neurons were concerned with representation of  
both self and other’s body. In 2008, the paper reported 
these neurons has been accepted to J. Cog 
Neuroscience[2]. Then we also report the results of 
information analysis of spike frequency of single neurons 
of area AIP and F5 with collaboration of University of 
Electro-communication.  

HE parietal cortex is much involved in self body 
representation. For corporeal awareness, integration of 

visual-somatosensory is very important. Actually in the 
parietal association cortex, there are several areas where 
multimodal neurons are found, for example visual-tactile 
bimodal neurons. In these areas, properties of area VIP have 
been well studied[3]. The tactile receptive fields of the 
neurons are usually located on the face, head or sometimes 
limbs and the visual receptive fields are in the locations 
congruent with the tactile receptive fields. In many cases, the 
visual receptive fields are located very close to the body, 
namely in the peripersonal space. These neurons may encode 
body parts centered frame of reference.  
On the other hand, self and other are encoded in the brain on 
the same neuronal bases. For example mirror neurons 
represent other’s visual action on own motor representation[4]. 
The function of these neurons is considered to be related to 

 
 

action recognition. Existence of mirror neurons suggests that 
there are some mechanisms for recognition of other’s body in 
the brain. For moment, it is not clear how the brain represent 
other’s body. In the imitation of other’s action, matching own 
body and other’s body seems to be necessary.  Decety et al. 
suggested that self body and other’s body were represented in 
the shared brain network[5]. Further, it was reported a female 
subject for whom the observation of another person being 
touched was experienced as tactile stimulation on the 
equivalent part of own body[6]. In addition, the case of an 
anosognosic patient who denied another patient’s paralysis 
has suggested the importance of own body representations for 
perception of others’ bodies[7]. Accordingly, we suggest that 
the process of corporeal awareness share the mechanisms to 
percept self and other’s body.  In this paper, we will report 
neuronal activity that is related to both self and other bodily 
perception. We expect that other’s body map in the brain may 
exist on one’s own body map. We studied neuronal activity in 
area VIP whether these neurons would be related to other’s 
body representation. The paper concerned the results has been 
accepted to J Cog.Neuroscience[2] and also reported at the 
meeting of FENS2008[8]. 

 
1. Materials and methods 

Single neurons in the ventral intraparietal area and area 7b 
(PF/PFG) were recorded from four hemispheres of three 
Japanese monkeys. The electrode was inserted from the lateral 
convexity of the inferior parietal cortex, then went inside of 
the medial or lateral bank of the intraparietal sulcus, The 
border of VIP was functionally recognized on the basis of 
distribution of tactile and visual receptive fields (RFs). 
Neurons in area VIP showed tactile RFs principally located on 
the face and visual RFs, limited to the peripersonal space, in 
register with the tactile ones.  

Once a cell was isolated, we tested with a standard battery 
of tactile and visual stimuli. Somatosensory stimuli consisted 
of hair bending, touch of the skin, gentle pressure of the tissue, 
manipulation of the joint. Somatosensory RFs were plotted by 
repeated presentation of the most effective of these stimuli. 
Somatosensory responses were tested while the eyes were 
covered. Visual stimuli consisted of three-dimensional real 
objects. Geometrical solids, food and various objects found at 
hand in the laboratory were used. No obvious differences were 
observed between these stimuli in determining neuronal 
responses. A quantitative study of preferences of neurons for 
different stimuli was not carried out in the present study, 
however. 

Representation of self and other in the parieto-premotor network 
Murata A and Ishida H., Department of Physiology, Kinki University School of Medicine   

T 

Fig.1  parito-premotor networks  From Ref. [1] 
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Fig.2 Tactile (A) and visual RF (B) were on the left 
cheek of the monkey. Visual RF was within 30cm from 
the body. The same neuron had RF on the confronted 
experimenter’ s right cheek. From  Ref. [2] 

In order to investigate the RFs of neurons, stimuli were 
moved by hand towards the animal from different angles and 
distance.  The procedure was repeated again and again until 
the borders of the visual RFs were defined. Especially, we 
were very careful for the extension in the depth of the RFs. 

After mapping of the tactile and visual RFs, an 
experimenter confronted with the monkey.  To ensure that 
bimodal neurons also responded to stimuli within other’s 
peripersonal space, visual stimuli were presented vicinity of 
the experimenter’s body parts and explored visual RFs.  

Additionally, when the monkey observed visual stimuli 
near the experimenter’s body parts, the experimenter kept 
regular distance 120cm from the monkey. The reason of this 
regulation was to exclude the possibility of a false 
interpretation that the neuronal response merely due to simple 
visual response within the visual RFs in the extrapersonal 
space. Since previous studies suggested that the extension in 
the depth of visual RFs in VIP was 5cm to 50cm from the 
surface of body: we set the distance between the monkey and 
experimenter more than twice of that.   

 
2. Results 
We recorded 541 visuo-tactile bimodal neurons from VIP and 
7b (PF/PFG). Tactile RFs were mostly located on a single 
body part (n =451, 83%), that is, on the face (n = 294), 
forearm, hand, digit (n = 131; visual-tactile, n = 
68;visual-joint, n = 63), or trunk or leg (n = 26). Another 13% 
(n = 69) were located on multiple body parts including the 
hemibody, with the majority on the face, upper limb, or trunk 
(n = 50). RFs of almost all of these neurons (96%) tended to be 
spatially congruent in the both modalities. Most RFs were 
located on the contralateral side of the body (66%), though 
some were also found bilaterally or centrally (25%) or 
ipsilaterally (4%). The remaining RFs could not be placed in 
any of these categories. . 

Forty-eight bimodal neurons also responded to the visual 
stimuli presented near the experimenter’s body parts. In these 
neurons, 23 neurons were studied distribution of RFs in detail. 
Remarkably, visual RFs surround the experimenter’s body 
parts of these neurons corresponded with location of bimodal 
RFs on the monkey’s body parts. As shown in Fig.2, the 
neuron showed tactile RFs particularly on the left cheek of the 
monkey and visual RFs extended within 30 cm from the cheek.  
Furthermore, when the monkey observed visual stimuli 
moving close to experimenter’s left cheek, the neuron 
particularly discharged. This neuron showed strong 
directional selectivity, that is, preferred to rightward 
movement  with respect to  the monkey’s perspective. 
Importantly, the visual RF around the experimenter’s face was 
in a mirror image position with respect to the monkey’s visual 
RF. As a result, 23 of 10 neurons showed this mirror image 
matching of the RFs. 

In addition, we found other type of distribution of RFs. For 
example, bimodal RFs located in the center of monkey’s face. 
The neuron discharged when the monkey observed visual 
stimuli moving close to the center of the experimenter’s face. 
This type also involved some neurons that showed RFs on the 
bilateral body parts (ex. both hands).  We found that 10 

neurons showed this center matching or bilateral mating of 
RFs. 

In contrast with mirror image, despite the experimenter 
confronted with the monkey, location of RFs matched 
anatomically with the same side of the body each other (left to 
left). Of 23 neurons, three neurons have this kind of an 
anatomical correspondence.  

In seven of these neurons, we also studied the extension of 
visual RFs in between the monkey and experimenter to ensure 
that visual RFs just anchored on the experimenter’s 
peripersonal space, visual stimuli were presented each 
position between the monkey and experimenter. All these 
seven neurons only responded when stimuli were within 
approximately 30cm from the monkey and experimenter’s 
body surface respectively. The neurons did not respond 
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outside of the peripersonal space in between the monkey and 
experimenter.  
  Furthermore, to elucidate reliability of visual RFs on the 
experimenter’s body, we investigated activity of two of these 
neurons when the experimenter shifted the sitting position to 
the left or right side of the monkey maintaining 1.2m distance. 
As shown in Fig 3, the RFs were on the monkey left cheek and 
experimenter’s right cheek.  The RFs was within peripersonal 
space (<30cm) of both the monkey and experimenter, and 
when stimuli were presented in the intermediate space 
between both bodies, the neurons was less active. Furthermore, 
the RFs remained on the same body part. 

Taken together, activities of these VIP bimodal neurons 
were independent of position of the experimenter (the other) 
and may be represented self and others body parts 
independently from egocentric spatial position. 

 
3. conclusion 

These results suggest that other’s body parts is encoded in 
the same area that is related to one’s own body parts, and a 
map of self body parts is referred for recognition of other’s 
body. For the adaptive behavior in the robotics, it is a big issue 
how the system recognizes other’s body. In the imitation, the 
system should superimpose other’s body onto one’s own. Our 
data will provide important idea for matching system between 
one’s own body and other’s.  

The response properties of these neurons may appear to be 
associable with those of mirror neurons. These mirror neurons 
have been proposed to play important roles in action 
recognition and imitation learning. For these cognitive 
functions, representation of other’s body is necessary in one’s 
own brain. It is noteworthy that VIP has much connection with 
PF/PFG in which mirror neurons were recorded. It is possible 
that VIP send other’s body representations to the mirror 
neuron. 
 

II. INFORMATION ANALYSIS FOR HAND MANIPULATION 
RELATED ACTIVITY OF AIP AND F5 NEURONS  

In a previous study, information analysis has been applied 
to neuronal activity of face neurons in inferior temporal cortex. 
The study revealed that the neurons encoded global 
information of the face in early phase of processing and then 
fine information of the face was conveyed later. Of course, 
this information analysis could be adopted in other all spike 
data. For example, if it is applied to the spike data in motor 
control system, it might be possible to reveal dynamics of intra 
and/or inter areas in temporal sequence.  

The connection between parietal cortex and premotor 
cortex is concerned with sensory motor control. In this study, 
information analysis was adapted to investigate functional 
properties of each area. Real neuronal spike data recorded 
from inferior parietal area and ventral premotor cortex 
(provided from a group of Parma University) that concern to 
precise distal hand movement was analyzed. The study has 
been done by collaboration with Sakaguchi’s group in 
University of Electro-Communications [9].  

The data was recorded from monkey parietal (area AIP)  
and ventaral premotor cortex (F5) that  was well known to be 
related to precise control of distal hand movement. In the 
recording session, the monkeys were required to manipulate 
an object with guidance of LED spot (hand manipulation task). 
The monkey was asked to fixate on the object and then reach 
and grasp it. The neurons in this area were classified into five 
types according activity for motor component and visual 
stimuli. Visual-motor neurons showed less activity during 
manipulation in the dark than in the light. Visual dominant 
neurons were not active during manipulation in the 
dark. Motor dominant neurons did not show any difference of 
activity in the dark and the light. The neurons with visual input 

Fig.3 The visual RF was within 
30cm from self and other’s body. 
The RF remained  on the same body 
parts even when the experimenter 
shifted the position.  From Ref. [2] 
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were also subdivided into object type which showed visual 
response to the objects, and non-object type which did not 
show[10]. In the recording experiment, six different objects, 
plate, ring, cube, cylinder, cone and sphere were adopted for 
grasping and the activity of these neurons was selective to 
these 3D properties. The information analysis was applied to 
spike data of these hand manipulation neurons from F5 and 
AIP. Mutual information (MI) was calculated between spike 
frequency of single neurons and various combinations among 
6objects. Analysis for each type of neurons was done 
separately. The calculation was performed with a following 
function in each 50 ms during task trials.  

In this function, H indicates entropy. S and R are sets of the 
objects and number of spikes, respectively. The conditional 
entropy H(S | R) is the uncertainty about S after observing 
spikes.  In this study, MI was calculated using activities of 122 
single neurons in all possible combination of two groups of six 
objects. Then relationship between the timing of peak and the 
task phase (i.e., fixation of the object, reaching , and grasping) 
was examined in each types of neurons. 
It was revealed that there was much difference among type of 
neurons and between recorded areas. Visual-motor neurons 
object type in AIP showed faster latency of MI peak value in 
the fixation period than in F5. On the other hand, In 
visual-motor neurons object type of F5, MI increased 
gradually in this period. As for motor dominant neurons of 
AIP, peak value of MI was found in the phase of preshaping 
before grasping the object and similar tendency found also in 
visual-motor neurons in F5. MI changed with temporal 
sequence in the task then also showed different latency 
between two areas.   

As in the following figure, AIP has strong connection with 
F5 in the ventral premotor cortex. Our previous study 
suggested that AIP received visual information about 3D 
objects  and this information was sent to F5, then appropriate 
motor pattern was selected in F5, while the copy of this motor 
information returned to AIP in which matching with visual 
information occurred.  The early peak latency in the fixation 
period may reflect to object information, while F5 builet-up 
activity in F5 may concern to visuo-motor transformation. 
Analyze of MI using spike data may reveal stream of 

information in the temporal sequence. This is not only useful 

dynamics in the cortical motor control system, but also 
functional model of mirror neuron system and body 
recognition system,  since motor control system are shared 
with these systems.  
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Estimation of other’s sensor pattern based on dialogue and abstract
phase space of sensorimotor patterns

Tetsunari INAMURA and Keisuke OKUNO

Abstract— We propose an adaptive acquisition method to
infer model of others’ sensorimotor patterns, using mimesis
model, which is our previous work. The model abstracts others’
motion patterns and links to a primitive symbol representation
based on self body configuration. It, however, doesn’t concern
the structural difference between self and other. Furthermore,
unobservable inner sensory information such as torque cannot
be treated. We utilize symbol communication to solve these
problems. Through experiments on virtual environments, we
have confirmed the feasibility of our proposed method.

I. INTRODUCTION

Inamuraet al have proposedproto-symbol spacebased on
mimesis theoryas an abstract representation of sensorimotor
patterns for humanoid robots.[1][2][3]．The proto-symbol
space describes relationship between abstracted represen-
tation of sensorimotor patterns based on Hidden Markov
Models. The space is constructed by distance informa-
tion between the abstracted representations using Kullback-
Leibler divergence and multi-dimensional scaling method.
In this proto-symbol space, motion patterns are able to be
transformed into static state points, that is proto-symbols,
even though an input motion pattern is unknown. In the
method, interpolation and extrapolation of motion patterns
are realized with creating internal/external dividing points
between two positions of the proto-symbols. Motion imita-
tion, that is combination of recognition and generation of
motion patterns, has been realized with integrating these
two calculation, even though the original motion patterns are
unknown and novel.

In the previous works, motion imitation was discussed
between human beings and humanoid robots, however, a
problem has been remained that abstract representation of
others’ sensorimotor patterns was not considered. There was
an assumption that the same physical condition was shared
by learner and performer even if the one was human being
and the other was humanoid robot. To clear the problem,
a mimesis model that can estimate other’s sensor pattern
should be realized, by establishment of connection between
other’s proto-symbol space and self proto-symbol space as
shown in Fig.2.

In this paper, we propose an extended model of our
previous method to estimate other’s sensor patterns with
consideration of difference of physical conditions between
self and other. Especially, we focus on gradual acquisition

Tetsunari INAMURA: National Institute of Informatics(NII) Assoc.
Prof.inamura@nii.ac.jp

Keisuke OKUNO: The Graduate University for Advanced Stud-
ies(SOKENDAI)k-okuno@nii.ac.jp
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Fig. 1. Conventional mimesis model that uses sole proto-symbol space
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Fig. 2. Proposed mimesis model that consists of two proto-symbol spaces

strategy to estimate unobservable other’s sensor pattern with
making communication between self and other.

Fig.1 shows a process flow of the conventional imitation.
Fig.2 shows a flow of the proposed method by two proto-
symbol spaces of self and other.

II. A CQUISITION OF ESTIMATION MODEL OF OTHER’ S

SENSORIMOTOR PATTERNS

As shown in Fig.2, two different proto-symbol spaces
should be used for other and self to realize imitation with
consideration of sensor patterns. However, a problem should
be solved that other’s motion patterns cannot input to self
proto-symbol space where we realize motion imitation with
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a style shown in Fig.2. Additionally, since other’s sensor
pattern is unobservable, a certain estimation function from
observable motion pattern to the sensor pattern is also
required. We therefore consider a strategy in which theself
has estimation model of the other’s proto-symbol space as
well as the self proto-symbol space.

To simplify the explanation, we usePSSself as a self
proto-symbol space,PSSother as a proto-symbol space of
other’s, ˆPSSother as an estimation model of other’s proto-
symbol space owned by self. Since other’s sensor patterns
are unobservable, a sensorimotor pattern databaseDother

which is used to construct ˆPSSother should be set by a
copy of Dself which is used to construct thePSSself . In
the acquisition phase, the following procedures are repeated.

1) Consider an objective motion pattern that can be shared
between self and other. Estimate an expected sensor
pattern that should be felt by other usinĝPSSother.

2) Detect a difference between estimated sensor pattern
and actual sensor pattern with conversation between
self and other.

3) Modify the estimated sensor pattern based on the result
of dialogue, then input the modified sensor pattern into
databaseDother to be used for the construction of

ˆPSSother.
Estimated other’s proto-symbol spacêPSSother will be
getting closer to the proper proto-symbol spacêPSSother

with repetition of above procedures.

III. A CQUISITION OF PROTO-SYMBOL SPACE BASED ON

DIALOGUE

A. Basic strategy of the acquisition

In the concrete, consider an experiment in which a hu-
manoid robotR1 try to estimate sensorimotor pattern of
another robotR2 whose physical condition is different from
R1. Let a sequence of joint angle vector be an example of
objective motion pattern that can be shared between self and
motion, a torque pattern be an unobservable sensor pattern.D
a database of sensorimotor pattern consists ofm motion pat-
ternsM = (M1, M2, · · · ,Mm) as sequence of joint angle
vector andm sensor sensor patternsS = (S1, S2, · · · , Sm)
as torque vector for each joint. The problem could be
regarded as an acquisition of a proto-symbol spacêPSSR2

based on the databaseD.
Here, the following procedure is used for the acquisition

of ˆPSSR2

1) 　 Consider a databaseDR2 that is used byR1 to
estimateR2’s proto-symbol space ˆPSSR2 . Let the
initial state ofDR2 be copy ofDR1 that is set ofM
andS of R1. In other words, the initial state of ˆPSSR2

is PSSR1 .
2) 　 Input a motion patternMi, which is stored in

the databaseDR2 , into ˆPSSR2 to calculate a sensor
pattern Ŝi. This procedure corresponds to estimation
of R2’s sensorimotor pattern byR1

3) R2 performs the motion patternMi by its own body,
then transfers the felt sensor patternS into a symbol
index kR2 .

walk

kick

walk

kick

other self

walk

kick

walk

kick

walk

kick

other self

walk

kick

walk

kick

PSSother
PSSother PSSself
^

PSSother PSSother PSSself
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Fig. 3. Concept of the acquisition of other’s proto-symbol space

Fig. 4. Block diagram of the revision of estimated proto-symbol space

4) R1 also transfers the estimated sensor patternŜi into
a symbol indexkR1 to detect difference between
estimated sensor pattern̂Si and actual sensor pattern
S. After that,R1 starts a dialogue to confirm whether
the two symbol indexes are the same or not.

5) Modify the estimated sensor pattern̂S according to
the difference betweenkR1 andkR2 . A corresponding
pattern in the databaseDR2 will be replaced with the
modified Ŝ. ˆPSSR2 is re-constructed by the modified
database.

6) Repeat the above procedures to acquirêPSSR2 .

An outline of the above process is depicted in Fig.4.
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Fig. 5. Four basic motion patterns :M

B. Experiment and Evaluation

In the experiment, two virtual humanoid robotR1 and
R2 are used in a simulator environment. Structure of both
of the robots is same as HOAP-2 produced by Fujitsu Corp;
however weight ofR1 is 2.4[kg] and the one ofR2 is 4.8[kg].
An experiment is performed with torque pattern on the right
hand for four motion patterns shown in Fig.5.

First of all, a proto-symbol spacePSSRi(i = 1, 2) is
created by the four basic motion patterns and measured
sensor pattern byR1 and R2, where let torque value for
the right elbow, pitch and roll rotation torque on the right
shoulder[�1 �2 �3] is set asS. Joint angle for the same joint
rotation[�1 �2 �3] is set asM . �iand�i are time-series data.

Symbol indexesk used in the dialogue is calculated by
the following procedure.

• Let �MAX as the maximum torque value measured by
R2. Consider a normalized torque value defined by

g =
1
T

∫ T

0

|�1(t)| + |�2(t)| + |�3(t)|
�MAX

dt (1)

is calculated, whereT is time length of the�i(t), �MAX

is constant value as0.4[Nm].
• Dividing an interval of theg into d segments equally.

Several symbol indexesk are assigned following to the
Table.1.

TABLE I

RELATION BETWEEN EXPRESSION AND DENSITY OF THE EXPRESSION

k d=2 d=4 d=6 d=8
1 light light very light quite light
2 heavy bit light light very light
3 - bit heavy bit light light
4 - heavy bit heavy bit light
5 - - heavy bit heavy
6 - - very heavy heavy
7 - - - very heavy
8 - - - quite heavy

When the sensor patternSi in the database should be
modified following to the result of dialogue, amplitude ofSi

is amplified bykR2/kR1 , that is ratio betweenkR1 andkR2

Perform the modification against four basic motion patterns.

Fig. 6. A result of matching ratio through conversation

If at least one sensor pattern were modified, the proto-symbol
space would be revised by the modified database.

To evaluate the performance of the estimation of proto-
symbol ˆPSSR2 , the following evaluation criteria are consid-
ered againstN unknown motion patternsM

′

i (i = 1, · · · , N)
a) Concordance ratio of the symbol indexes:Ratio that

the symbol indexeskiR1
andkiR2

are concordant amongM
′

i .
b) Difference between symbol indexes:This criteria

indicates degree of unlikeness between each symbol indexes
defined by:

kdiff =
1
N

N∑
i

|kiR1
− kiR2

|
d

. (2)

Here,the interval ofkdiff is 0 ≤ kdiff ≤ 1 from the above
definition.

c) Estimated torque error:This criteria is difference
between estimated torque byR1 and actual torque observed
by R2 using

e =
1
N

N∑
i

|ĝi − gi|, (3)

where ĝi is normalized torque value of estimated torque by
R1 with Eq.(1) against motion patternMi, gi is normalized
torque value actually observed byR2.

C. Experimental results

Fig.6 shows evaluation result for the criteria of concor-
dance ratio. Horizontal axis indicates the number of loop
described in section III-A. (We call the number of loop as
the number of dialogue.) Vertical axis indicates concordance
ratio betweenkR1 and kR2 for 10 unknown motion pat-
terns. We have performed in 4 kinds of situation where the
number of expressions are different (d = (2, 4, 6, 8)) The
concordance ratio was getting higher with the repetition of
the dialogue, even though the target motion patterns were
unknown.

In Fig.6, the concordance ratio indicated partially low
in the case ofd = 6 and d = 8; however the estimated
torque were not inconsequent. Let’s consider the criteria
of difference between symbol indexes. Fig.7 indicate the
criteria of difference between symbol indexes defined by
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Fig. 7. Difference of the symbol index for basic motion patterns

Fig. 8. Difference between estimated torque and actual torque by 6 words
(d=6)

Eq.(2) with the repetition of dialogue. Whend = 4, the
band of fluctuation was little wide. But in case ofd =
6, 8, differences were suppressed. The result shows that
the difference of the symbol indexes are little when many
expressions were used, that is density of the expression was
fine.

Next, we confirmed the criteria of estimated torque error
with repetition of dialogue. Fig.8 shows progression of esti-
mated torquee calculated by Eq.(3). In the graph,d = 6 is
used. torque values for both of motion patternM in database
DR2 and unknown motion patternM ′ for test evaluation
were depicted. Error between estimated torque value and true
torque value was about0.05[Nm] at most. Estimated torque
value fromM ′ were about from0.2 to 0.25[Nm]. Therefore,
the error was suppressed within about 10% for known motion
pattern in databaseDR2 . Even if the target motion patterns
were unknown, the error was surpressed within 20%～25%.

Fig.9 shows a superposition of Fig.8 for four case of
d = 2, 4, 6, 8. Since the estimated torque error was within
about 20%, the capability of stable torque estimation was
shown. The result have close relationship between the result
by Fig.7. The one result backs up the another result.
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Fig. 9. Error of estimated torque for unkown motions

IV. CONCLUSION AND DISCUSSION

In this research, we focuse on the remained problem of
our previous works, that is proto-symbol space that can
be abstract sensorimotor patterns between both of self and
other even though the two subjects have different physical
conditions. The approach is estimation of other’s proto-
symbol space through repetition of dialogue. Specifically,
design a dialogue protocol based on symbol index to express
the inner sensor patters, and approximation method with
modification of sensorimotor patterns based on dialogue, are
proposed. We have also performed quantitative experiments
to evaluate the proposed method and performance of the
estimation of other’s proto-symbol space.

A problem has been still remained that how to design
the symbol index from sensor patterns. On current state,
average value (normalized torque value) calculated by Eq.(1)
was adopted, however the definition should be modified
adaptivelly according to type of task, context, situation and
so on. Another problem is that the symbol indexes are
not concerned with proto-symbols defined by the phase
space structure. As a ultimate goal, symbolization should be
performed with unified rule. We are planning to update our
method to fit the concept of proto-symbol space not only the
abstract of sensorimotor patterns, but also design of dialogue
between human beings and robots.
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Abstract— The present study examines the possible roles
of cortical chaos in generating novel actions for achieving
specified goals. The proposed neural network model consists of
a sensory-forward model responsible for parietal lobe functions,
a chaotic network model for premotor functions and prefrontal
cortex model responsible for manipulating the initial state of
the chaotic network. Experiments using humanoid robot were
performed with the model and showed that the action plans
for satisfying specific novel goals can be generated by diversely
modulating and combining prior-learned behavioral patterns
at critical dynamical states. Although this criticality resulted
in fragile goal achievements in the physical environment of the
robot, the reinforcement of the successful trials was able to
provide a substantial gain with respect to the robustness.

I. I NTRODUCTION

Why some cognitive acts entail explicit consciousness
but many others undergo unconsciously? For example, we
can grasp a coffee mug without paying much attention to
the action, while consciously talking with others. Some
neuroscience researchers have considered that consciousness
is deeply involved with prefrontal lobe activity. It is well
known that prefrontal lesion patients often have problems
in generating new plans to achieve novel given goals even
though they seemingly have no problems in generating
everyday’s skilled actions such as reaching for a mug and
grasping it[1], [2]. The former case involves the conscious
and deliberate manipulation of mental images in planning
the novel goal-directed actions which presumably require
prefrontal activity. On the other hand, the latter case seems to
proceed automatically with having less activities in the pre-
frontal lobe. How can we model the underlying mechanisms
accounting for these phenomena?

The current study attempts to look at this problem by using
a dynamical system approach[3], [4], [5] combined with
robotics synthetic experiments. In particular, we focus on the
possible roles of cortical chaos in generating “creative” be-
haviors. We have shown that certain compositional structures
can be self-organized in the internal neuro-dynamic memo-
ries as regularities hidden in the sensory-motor interactive
experience are consolidated[4], [6], [7]. The current study
will attempt to extend this line of thought to the problem
of how novel action imagery[8] can be “created” from the
memory dynamics of consolidated.

II. M ODEL

Figure1 shows the overall schematics of how each part
of the brain functions and interacts with other parts in the
proposed model.
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Fig. 1. Correspondences of the model to the brain anatomy where the
execution of skilled goal-directed actions in (a) and searching for action
plans for novel goal states in (b)

A. Generation of well-trained actions

Firstly, let’s look at the case of generating well-trained
goal-directed actions, as shown in Figure1 (a). We have con-
sidered that the trajectories of different goal-directed behav-
iors can be generated depending on the initial states given to
a particular neural dynamical system by means of the initial
sensitivity characteristics of the nonlinear systems[9]. When
a goal to be achieved is specified from well-trained ones,
its corresponding initial state is set to PMv by remembering
it. Both of the PMv and IPL are implemented by a con-
tinuous time recurrent neural network (CTRNN) model[10],
[11]. The CTRNN dynamics in the PMv is designed to be
chaotic with pre-wired synaptic connectivity. The synaptic
weights inside the chaotic network are designed such that
the maximum Lyapunov exponent becomes positive. On the
other hand, the synaptic connectivity in the IPL is determined
through the learning processes.
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By having connectivity between these two networks, the
IPL learns the details of the visuo-proprioceptive (VP) pat-
terns by predicting the VP state at the next step(Vt+1, Pt+1)
from the previous one(Vt, Pt), while the PMv tends to
combine and modulate those patterns memorized by IPL
through interacting with it. The central assumption in the
current model is that brains might utilize cortical chaos in
enhancing diversity of the behavioral patterns generated by
utilizing its initial sensitivity characteristics. The initial state
in terms of the neural activation states in the chaotic neural
network is manipulated in order to generate different goal-
directed actions.

The training of IPL is conducted using BPTT
algorithm[12] by utilizing the VP sequences acquired
as input to the IPL through the tutor guidance of the robot.
The error signal is back-propagated among IPL to PMv
by which the synaptic weights in the IPL network are
tuned. It is important to note that the learning proceeds
with accompanying the pre-wired chaotic dynamics such
that different initial states of the chaotic network initiate
trajectories of different trained goal-directed actions. In our
proposed learning scheme these initial states as well as the
synaptic weights in IPL are self-determined in the course
of training with a set of goal-directed action trajectories.
The time constant of the chaos dynamics in PMv is set
relatively to be larger than the one in IPL such that two
levels of functions dealing with abstract plan scenarios and
primitive behavioral pattern details can emerge. In the recent
study of our group Yamashita and Tani[7] showed that such
functional decomposition can emerge in the neural network
model of multiple time scales RNN (MTRNN).

B. Generation of novel actions

Next, we consider how brains can generate novel combi-
nations of action programs for achieving novel goals. One
possibility is to utilize stochastic noise to combine parts
of learned trajectories into novel ones. The current paper,
however, investigates an alternative possibility, in which
deterministic chaos plays an essential role in generating
novel combinations. If the forward model is learned as
being associated with certain networks whose dynamics is
characterized by chaos, the mapping can become complex by
means of the strong initial sensitivity of the chaos. In such
situations, the forward model can generate diverse imagery
of novel sequences by combining and modulating the prior-
learned temporal patterns depending on the initial state.
Then, it might be possible to search for the initial state, which
leads to the generation of novel action programs satisfying
newly given goals.

Let’s see the ideas by looking at Figure1 (b). Firstly, the
goal specified externally is stored in the working memory
assumed in the dorsolateral prefrontal cortex (DLPFC). Then
the distal goal image which is generated by the forward
dynamics with a particular initial state is matched with
the specified goal image in the working memory. This is
performed in the so-called closed-loop mode without the
actual execution of motor acts in which the consequences of

one’s own actions are mentally simulated[4], [13], [14] . The
forward dynamics is conducted without the actual sensory
input but with the sensory imaginary loop utilizing its own
prediction as shown by the dotted lines in Figure1 (b). If
matching the specified goal image and the generated one
fails, another initial state is examined. This search continues
until perfect match is achieved. If perfect match is obtained
with a certain initial state, the actual movement is initiated by
setting this initial state to PMv in the same way as described
in Figure1 (a).

III. E XPERIMENT

A. Implementation in a humanoid robot

The experiment was carried out by using a small-scale
humanoid robot named HOAP3. The robot has a head, which
is equipped with a stereo camera, and two arms, each of
which has 4 rotational joints. Our neural model receives
the following sensory-input from the robot, namely the
proprioceptionPt (an 8-dimensional vector representing the
angles of the arm joints), the direction of the camera on the
headV d

t (a 2-dimensional vector representing the rotational
angle of the neck joints), and the visual perceptionV v

t

(16×12 dimensional vector representing the retinal image).
The direction of the camera is controlled by a PID controller
which is programmed to track a red-colored object to be
centered in the retina image. Receiving the current VP state
(Pt, V

d
t , V v

t ), the neural network generates the next step
prediction of them asPt+1, V

d
t+1, V

v
t+1. Then, the robot arm

is moved towardPt+1 as target joint angles with a PID
controller.

The sensory-inputs of the proprioception, the direction of
the eyes and the visual perception are initially processed
by the corresponding TPMs. The mathematical details are
described in the paper written by Yamashita and Tani[7].

B. Task design

The robot was fixed to a chair, and a workbench base was
set up in front of the robot. A movable rectangular solid
object which is painted half blue and half red was placed
on the base immediately in front of the robot. Also, a low
height pedestal was fixed to the base behind the object.

The robot was tutored for five operational actions, which
are shown in Figure2: (a) move the standing object to the left,
(b) hold up the standing object and put it onto the pedestal,
(c) knock over the standing object to lie, (d) move the lying
object to the right, (e) hold up the lying object and put it onto
the pedestal. The object was placed in the center in front of
the robot in actions (a-c) and in the left-hand side in actions
(e,f). For each operational action, the robot was tutored 3
times with changing the initial object position as 2cm left
of the original position, the original one and 2cm right of
the original one. Therefore, a total of 15 VP sequences were
sampled for the training of the network.

After the training, two types of the robot behavior gener-
ations were examined. The first one was simply regenerate
the 5 trained goal-directed actions. The network was set with
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Starting posture with 
the object standing on 
the base

Starting posture with 
the object lying on the 
base

(a) Move the 
standing object 
to the right

(b) Move the 
standing object 
onto the 
pedestal

(c) Knock over the 
standing object 
to lie

(d) Move the lying 
object to the 
right

(e) Move the lying 
object onto the 
pedestal

Fig. 2. Five types of goal-directed actions

the corresponding initial state values which had been self-
determined for each goal state with the case of the original
object position in the training phase and then the robot was
started to move. The robot movement was tested for the left,
the original and the right object position cases for each goal-
directed action.

The second one is to plan and to generate a novel goal-
directed action. The goal state is given as the visual state of
the object lying on the pedestal with the condition that the
object is initially standing on the base in front of the robot.
Note that this combination of the goal state and the object
initial position is novel for the robot, i.e., the robot has to
generate novel motor-act sequences of firstly knocking down
the object to lye on the base and then holding up this onto
the pedestal. In this experiment, action plans are generated
by searching for the initial state which can bring the best
match between the specified goal state and the predicted one
in the distal step by the sensory-forward model. The search
is iterated 100 times with a 0.1 grid in the two-dimensional
initial state space in the range between 0.05 and 0.95 for each
dimension. Then, the plan of the best match is enacted by the
robot in the physical environment with activating the network
forward dynamics with the corresponding initial state values.

C. Results

1) Regeneration of the trained goal-directed actions:All
three Kohonen networks were pre-adapted before the training
of the MTRNN utilizing the sensory patterns acquired for the
15 tutoring sequences. The networks after the training were
tested to regenerate the trained actions by the robot. Each
goal-directed action is tested with varying the object position
among the left, the original, and the right ones. Each trial
was repeated for three times. The results of the experiment
show that the robot could regenerate 15 actions (3 positions
× 5 actions) with a success rate of about 70%. The details
are shown in the Table1. As shown in this table, the success
rate was 93% when the object was placed in the original
position. The score becomes lower when the object is located
in the left or right positions. It can be said that in most

TABLE I

THE NUMBER OF SUCCESSFUL TRIALS WITHIN THREE TRIALS IN

REGENERATION OF THE TRAINED ACTIONS.

Specifiedgoal-directed Positionof the object
action 2cm left original 2cm right

(a) standing object to right 3 2 2
(b) standing object onto
the pedestal 0 3 1
(c) standing object to lying 3 3 3
(d) lying object to right 0 3 2
(e) lying object onto
the pedestal 3 3 0

casesthe trained actions can be regenerated successfully. We
found that the instability of light reflection on the colored
object in the visual sensation caused certain fluctuations in
the MTRNN dynamics during the task execution.

2) Planning and generating actions for achieving the
specified novel goal state:In this experiment, imaginary VP
sequences were generated utilizing closed-loop operation, in
which predicted sensory values serve as virtual sensory feed-
back, so the network can generate imaginary VP sequences
without generating physical movements of the robot. As a
result of searching the best match VP imaginary sequences
with varying the initial state for 100 times, only one VP
sequence was found to satisfy the specified goal state in its
distal step image. The initial state of the successful sequence
was (0.35, 0.95).

The upper part of figure3 shows the generated sequence of
the visual imagery in the retina and the direction of the head
camera represented as its corresponding TPM in the lower
part of the figure, starting with the best match initial state
(0.35, 0.95). It is seen that when the two-colored object is

The object  standing 
on the base

Knock over the object 
by  right arm

The object  lies on the 
base

Hold up the object  by 
both arms

Put the object  on the pedestal

Fig. 3. Imaginary sequence generated with the initial state (0.35, 0.95)
where the upper part shows the retinal image and the lower part does for
the TPM population coding for the camera head direction.

standing on the base at the 0th step, the object is knocked
down by the right arm of the robot at the 30th step, the
object is lying on the base with the left hand of the robot
is in the air at the 45th step, the object is held up at the
90th step, then the object is put on the pedestal by both
arms, and finally the object is lying on the pedestal after
both arms release the object. It should be noted that the
TPM population coding for the direction of the head camera
is different between the two situations where the object is
lying on the base at the 45th step and that where it is lying

45



on the pedestal at the 210th step. Therefore, this imagery is
regarded as a sequential combination of knocking over the
object and then holding up the lying object onto the pedestal.

Next, we investigated whether the robot can physically
achieve the specified goal state successfully by setting the
initial state with (0.35, 0.95) of which plan was found to
be the best match. However, it was found that the robot
could not achieve the goal with this initial state values. Next,
the robot actions were generated repeatedly with varying the
initial state within the found grid of (0.3-0.4, 0.9-1.0). It was
found that successful accomplishment occurred in only two
out of 40 trials. The VP sequence of one successful case
is shown in Figure4. It was also found that the same initial

Fig. 4. Actual performance of the robot to achieve the given novel goal
state. The upper graph shows the activation of chaos network units. The
bottom graph shows the proprioceptive state (PS) for four joint angles in
the right arm. Bottom pictures show the actual state of the robot at specific
time steps.

state of one time successful case hardly repeats the same
behavior patterns of the robot. It can be concluded that both
the plans and their enactions for the given novel goal state
are substantially sensitive to the initial state as well as to the
external noise in the environment as compared to the cases
of regenerating the well-trained ones.

3) Additional reinforcement of effective actions generated:
Next, we examined whether the novel effective actions gen-
erated by chance in the previous section could be reinforced
such that they could be regenerated in more stably. Two
successful VP sequences which had been generated by the
robot for achieving the specified novel goal were added to the
original 15 VP sequences for additional incremental training.

It was observed that the novel goal-directed actions turned
to be skilled ones with gaining their robustness after their
reinforcement in our experiments. When the novel plans
were enacted by setting the initial state, the robot was able
to achieve the specified novel goal state with more than
70% success rate. This experimental result suggests that the
reinforcement of successful trials by chance can increase the
stability of regenerating them.

IV. CONCLUSION

The current study proposed a synthetic model of rep-
resenting how well-skilled actions as well as novel ones

can be generated in goal-directed ways by utilizing neuro-
dynamical systems characteristics. Our experiments using a
small humanoid robot implemented with the model showed
that (1) all of tutored goal-directed actions can be regenerated
robustly by setting each corresponding initial state obtained
in the learning phase, that (2) the robot was able to create
actional imaginaries of achieving the specified novel goal
state with the consolidated memory at the critical regions of
the initial state space, that (3) enactions of such generated
plans brought potential instability in achieving the goal and
however that (4) the reinforcements of some effective trials
generated by chance gained the stability in regenerating those
trials.

This result suggests that generation of novel or “creative”
behaviors require two prerequisites for cognitive systems.
One is that a good amount of sensory-motor experiences
had been consolidated with self-organizing certain relational
structures in distributed memories. The other is an existence
of intrinsic cortical chaos which could enhance the criticality
of the dynamic structure of the consolidated memory for
generating diverse actional imaginaries. The continuous iter-
ations of experiencing, consolidating and meditating would
lead to developments of truly open-ended human-like intel-
ligence.

REFERENCES

[1] A. R Luriia. Higher cortical functions in man. Basic Books, New
York, 1966.

[2] W. Penfield and J. Evans. The frontal lobe in man: A clinical study
of maximum removals.Brain, (65):115–133, 1935.

[3] R.D. Beer. A dynamical systems perspective on agent-environment
interaction.Artificial Intelligence, 72(1):173–215, 1995.

[4] Jun Tani. Model-based learning for mobile robot navigation from the
dynamical systems perspective.IEEE Trans. on SMC (B), 26(3):421–
436, 1996.

[5] T. Ziemke. On ’parts’ and ’wholes’ of adaptive behavior: Functional
modularity and diachronic structure in recurrent neural robot con-
trollers. In From animals to animats 6, pages 171–180, Cambridge,
MA, 2000. MIT Press.

[6] J. Tani, R. Nishimoto, and R. Paine. Achieving ”organic composition-
ality” through self-organization: Reviews on brain-inspired robotics
experiments.Neural Networks, 21:584–603, 2008.

[7] Yuichi Yamashita and Jun Tani. Emergence of functional hierarchy
in a multiple timescale neural network model: a humanoid robot
experiment.PLoS Computational Biology, 4(11), 2008.

[8] Marc Jeannerod. The representing brain: Neural correlates of motor
intention and imagery.Behavioral and Brain Sciences, 17(2):187–245,
1994.

[9] Ryunosuke Nishimoto, Jun Namikawa, and Jun Tani. Learning multi-
ple goal-directed actions through self-organization of a dynamic neural
network model: A humanoid robot experiment.Adaptive Behavior,
16(2-3):166–181, 2008.

[10] Ronald J. Williams and David Zipser. A learning algorithm for con-
tinually running fully recurrent neural networks.Neural Computation,
1(2):270–280, 1989.

[11] Kenji Doya and Shuji Yoshizawa. Memorizing oscillatory patterns in
the analog neuron network. InProc. of 1989 int. joint conf. on neural
networks, volume 1, pages 27–32, Washington, D.C., 1989.

[12] David E. Rumelhart, Geoffrey E. Hinton, and Ronald J. Williams.
Learning internal representations by error propagation, volume 1 of
Parallel distributed processing: explorations in the microstructure of
cognition. MIT Press, Cambridge, 1986.

[13] Jun Tani. An interpretation of the ”self” from the dynamical systems
perspective: a constructivist approach.Journal of Consciousness
Studies, 5(5-6):516–42, 1998.

[14] G. Hesslow. Conscious thought as simulation of behaviour and
perception.Trends in Cog. Sci., 6(6):242–247, 2002.

46



Group B: Research Report
Kazuo Tsuchiya

Faculty of Science and Engineering, Doshisha University

I. RESEARCH BRIEF

Animal skillful behaviors emerge through dynamical inter-
actions between brain, nervous system, and musculoskeletal
system. So far, biomechanical studies have investigated the
mechanical and dynamical characteristics of animal behav-
iors and neurophysiological studies have examined neural
activities and evaluated their functional roles. They individ-
ually conduct their studies. Group B consists of biologists
who study exercise physiology and engineers who study
biomechanics and robotics and conduct cooperative research.
They use constructive approach toward understanding the
mechanisms by integrating biomechanics and neurophysiol-
ogy (System Biomechanics), where they conduct numerical
simulations by constructing anatomically based whole-body
musculoskeletal model and neurophysiologically based ner-
vous system model and develop robots to investigate in the
real world. This group aims to clarify not only the functional
roles of information processed in various nervous systems but
also the design principles to produce the mechanical systems,
“soft machinery”, that adapt themselves to environmental
variations.

II. RESEARCH ORGANIZATION

This research group consists of planned and subscribed
research groups. The research subject of each group is as
follows:

• B01-01 Neuronal mechanisms of generating and se-
lection of adaptive behaviors (Kaoru Takakusaki,
Asahikawa Medical College)

• B01-02 Exploration of the principle mechanism of gen-
erating adaptive locomotion on the basis of neurophysi-
ological findings (Naomichi Ogihara, Kyoto University)

• B01-03 Realization of adaptive locomotion based on
dynamic interaction among the body, brain, and envi-
ronment (Koh Hosoda, Osaka University)

• B01-11 Reflex walk modeling for physically changed
person (Hiroshi Yokoi, The University of Tokyo)

• B01-12 Study on brain adaptation using rat-machine
fusion systems and multifunctional neural electrodes
(Takafumi Suzuki, The University of Tokyo)

• B01-13 Analysis of relation between neuronal coding
and body movement using BMI (Yoshio Sakurai, Kyoto
University)

• B01-14 Exploration of reinforcement learning and moti-
vation mechanism in the brainstem-midbrain-basal gan-
glia circuits (Yasushi Kobayashi, Osaka University)

• B01-15 Neural correlates of muscle synergy in hand
movement (Kazuhiko Seki, National Institute for Phys-
iological Sciences)

Fig. 1. Multi-tiered organization of CNS for locomotor behaviors

• B01-16 Movement control by the basal ganglia (Atsushi
Nanbu, National Institute for Physiological Sciences)

• B01-17 Quantitative evaluation of movement disorders
in muscle space for patients with cerebellar degen-
eration or Parkinson’s disease (Shinji Kakei, Tokyo
Metropolitan Organization for Medical Research)

• B01-18 Understanding of adaptive mechanisms of gait
by combining neuroimaging, electrophysiology and
computational methods (Takashi Hanakawa, National
Center of Neurology and Psychiatry)

III. RESEARCH ACHIEVEMENT

This report shows the representative studies of this group.
Further details are shown in the report of each subgroup.

A. Regulation of muscle tone during movements at the
level of spinal cord (B01-01 Kaoru Takakusaki, Asahikawa
Medical College)

This group aimed at elucidating the mechanisms of in-
tegration of postural and locomotor synergies and suggested
the multi-tiered organization of CNS for locomotor behaviors
(Fig. 1). Basic mechanisms of controlling muscle tone and
locomotion exist in the brainstem and spinal cord. Signals
from the supraspinal motor centers and sensory signals would
be integrated at the level of spinal cord. We investigated how
descending muscle tone inhibitory system controls spinal
reflexes and how sensory afferents modulates the activity of
muscle tone control system and identified the interneurons
mediating muscle tone suppression at the level of spinal
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Fig. 2. A Japanese mocaque walking on a treadmill in which a force
platform was embedded

Fig. 3. Biped robot with biarticular muscles

cord. Reciprocal inhibitory interaction between the inhibitory
system and FRA system was revealed. Since interneurons in
flexion reflex afferents (FRA) partly operate as locomotor
rhythm generating system, we propose that this interaction
may be involved in the muscle tone regulation during loco-
motion.

B. Locomotion analysis using musculoskeletal model (B01-
02 Naomichi Ogihara, Kyoto University)

This group has been biomechanically analyzing adaptive
locomotor phenemena observed in actual bipedal locomo-
tion in the Japanese monkey (Macaca fuscata) using an
anatomical whole-body musculoskeletal model (Fig. 2). This
year, we dynamically reconstructed bipedal walking of the
Japanese monkey by computer simulation based on the bi-
ologically relevant musculoskeletal modeling to biomechan-
ically evaluate causal relationships among musculoskeletal
morphology, locomotor kinematics, and energetics. We con-
structed a two-dimensional musculoskeletal model of the
bipedal Japanese monkey consisting of seven links, where the
parameters were determined based on the 3D musculoskele-
tal model. The desired joint trajectories were created based
on the 3D kinematic data. The simulation suggests that the
Japanese monkey adaptively alters its locomotor kinematics
depending on its walking velocity to minimize the metabolic
cost of transport.

Fig. 4. Quadruped robot driven by pneumatic artificial muscles

Fig. 5. Snake-like robot with pneumatic actuators

C. Realization of adaptive locomotion based on dynamic
interaction between body, brain, and environment (B01-03
Koh Hosoda, Osaka University)

An animal has complicated structure consisting of many
bones connected with muscles and ligaments that works
antagonistically and/or synergistically. Redundancy provided
from such complicated mechanism effectively contributes to
the hierarchical system consisting of a lower layer devoted
to rhythm generation and a higher layer devoted to purposive
behavior. This group develops robots driven by artificial
pneumatic muscles and clarify the contribution of the joint
elasticity on the adaptive locomotion.
(1) Biped robot with biarticular muscles
A biped robot with biarticular muscles is developed to
investigate their roles on dynamic locomotion (Fig. 3). We
conducted jumping experiment from standstill, landing ex-
periment, and bouncing experiment to investigate the role of
the biarticular muscles.
(2) A feasibility study on stability of gait patterns with
changeable body stiffness using pneumatic actuators in a
quadruped robot
A quadruped robot with pneumatic artificial muscles is
developed (Fig. 4). The muscle tone of the robot on the
pitching motion at the trunk is changeable by using the
changeable elasticity of the pneumatic actuators. The sta-
bility of quadruped locomotion in walk and trot patterns
with changeable body stiffness was evaluated with numerical
simulations and hardware experiments.
(3) Realization of snake-like locomotion and observation of
a real snake
We develop a snake-like robot and several sensors required
for the adaptive locomotion (Fig. 5) and analyze influence
of viscoelasticity on locomotion performance. As the result,
very simple control can exhibit three types of locomotion
(lateral undulation, sidewinding, and rectilinear) smoothly.
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Abstract: To generate adaptive movements,
supraspinal and sensory signals is essential.
movements of limbs and trunk are evoked
operation of spinal reflex arcs, we examined
control system interacted with the somatosensory systems at
the level of spinal cord. An interaction between inhibitory
reticulospinal system and flexion reflex pathways
crucial roles in the integrative process of muscle tone and
movements so that goal-directed behaviors

I. INTRODUCTION

Sensory information is important to initiate, execute and
regulate movements. However knowledge has not been
to understand how sensory signals are involved in the
of integrating postural muscle tone and mov
this process, thorough examination of spinal mechanisms
controlling posture and movements is necessary because
and trunk movements are induced through
various spinal reflex arcs [1]. Appropriate postural muscle tone
is required to produce adaptive locomotor movements.
mechanisms of controlling muscle tone and locomotion
the brainstem and spinal cord. Therefore s
supraspinal motor centers, such as the cerebral cortex, the
limbic system, the basal ganglia and the cerebellum,
from sensory signals in the muscles, skin and join
would be integrated at the level of spinal cord
interneuronal level [1]．Spinal interneuron
in the rhythm generation (central pattern generators
Accordingly quite important is to elucidate
mechanisms of signals from supraspinal
those from sensory afferents at the level of
of regulation of muscle tone during ongoing

The purpose of this study was to clarify
points. First, how does descending muscle
system control spinal reflexes? Second,
afferents modulate the activity of muscle tone control systems?
For this purpose electrophysiological studies
using decerebrate cat preparation. Functional role of the
interaction between the muscle tone inhibitory
sensory signals was discussed with respect to the
muscle tone during goal-directed behaviors
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II. MATERIALS AND M

1) Animals; Adult cats with either sex
employed. All procedures are according to the
and Use of Laboratory Animals
2) Operation; All surgical procedures are
-nitrous oxide gas anesthesia. Laminectomy was made to expose
L5-S2 segments. Left ventral roots
part of dorsal root (DR) of L7
recording electrodes were attached
electrodes were attached to left muscle and skin nerves. Moreover, a
cuff-style stimulating electrode was attached to
Surgical decerebration was made at precollicular
level (Fig.1A). The cats were then
3) Stimulation and recording; Microelectrode was inserted in the
brainstem, and rectangular pulses of
20-50 A) were applied to the muscle tone inhibitory region in the
medulla (Fig.1B). The effective sites were located in the nu
reticularis gigantocellularis (NR
upon motoneurons, interneurons and primary
were examined at L5-S1 levels. Cord dorsum potential (CDP) was
recorded at the surface of L7
intracellularly recorded and identified by
spikes evoked from VR stimulation
determined by the patterns of Ia EPSPs
activities of interneurons were recorded from L6
lacked antidromic responses evoked
Muscle and skin afferents to each
Afferent volleys were expressed by multiples of threshold (T) of
emerging CDP. Coming volleys
were induced by group Ia and Ib muscle afferents, respectively.
Coming volleys induced by stimuli more than 2.5 T were
flexion reflex afferents (FRA) [1]
(VRP and DRP) were recorded from VR and DR at L7, respectively.
4). Spike-triggered averaging was performed to determine synap
connections between the subject and target neurons. Membrane
potential of target neurons was averaged 1000
firing of spinal interneurons as a time reference.

Muscle Tone during Movements at the Level

, Futoshi Mori2, Katsumi Nakajima3, Dai Yanagihara4, Taizo Nakazato
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Figure 1 Experimental setup

Schematic illustration of brainstem
cat. A. Arrangements of electrodes. B. Stimulus sites in the medulla.

ATERIALS AND METHODS

with either sex (body weight 2.8-3.5kg) were
employed. All procedures are according to the Guide for the Care

（NIH Guide; revised at 1996）
2) Operation; All surgical procedures are performed under halothane

. Laminectomy was made to expose
entral roots (VR) of L5-S1 segments and a

dorsal root (DR) of L7-S1 segments were dissected and
electrodes were attached to their central ends. Stimulating

electrodes were attached to left muscle and skin nerves. Moreover, a
style stimulating electrode was attached to L1 spinal segment.

was made at precollicular-postmammillary
The cats were then fixed to the stereotaxic apparatus.
and recording; Microelectrode was inserted in the

and rectangular pulses of stimuli (3 pulses, 5 ms interval
A) were applied to the muscle tone inhibitory region in the

medulla (Fig.1B). The effective sites were located in the nucleus
NRGc). Medullary stimulus effects

upon motoneurons, interneurons and primary (sensory) afferents
S1 levels. Cord dorsum potential (CDP) was

L7 segment. Motoneurons were
and identified by the presence of antidromic

VR stimulation. Their innervations were
ined by the patterns of Ia EPSPs. Intra- and extra-cellular

recorded from L6-L7 segments. They
evoked from the VR and L1 segment.

to each interneuron were determined.
were expressed by multiples of threshold (T) of

Coming volleys evoked by 1.0-1.3 T and 1.4-2.4 T
group Ia and Ib muscle afferents, respectively.

ed by stimuli more than 2.5 T were induced by
]．Ventral and dorsal root potentials

d from VR and DR at L7, respectively.
was performed to determine synaptic

connections between the subject and target neurons. Membrane
potential of target neurons was averaged 1000-4000 times by the
firing of spinal interneurons as a time reference.

evel of Spinal Cord

, Taizo Nakazato5, Kenji Yoshimi5,
, Toshikatsu Okumura8.

Figure 1 Experimental setup

Schematic illustration of brainstem-spinal cord preparation in decerebrate
. Arrangements of electrodes. B. Stimulus sites in the medulla.
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III. RESULTS

1. MUSCLE TONE INHIBITORY SYSTEM AND SPINAL

We stimulated the NRGc and examined
VRP, DRPs and motoneurons. The NRGc stimulation hype
polarized a motoneuron and VRP, and
(Fig.2A). Time course was examined by averaging these
potentials (Fig.2B). There were early (~20 ms) and late
(30~70 ms) inhibitory effects in the motoneuron and the VRP
(upper two traces). The effects were due to inhibitor
synaptic potentials (IPSP). On the other hand, primary
afferent depolarization (PAD) was observed
latency in the DR (third trace). The PAD was induced by
presynaptic inhibition [1]. The late inhibitory effects in the
VRP and the DRP were exclusively induced from
These results suggest that NRGc stimulation
the muscle tone inhibitory system, blocks
signals and reduces excitability of motoneurons
pre-synaptic inhibitions are considered to be induced by
glycinergic and GABAergic interneurons [1].
were induced by stimuli applied to the
NRGc bilaterally (Fig.3AB). In addition there are strong
positive correlation in the amplitude between the VRP and
DRP (Fig.3C).

Both inhibitory effects were blocked by the activation of
FRA. As shown in Fig.4A, NRGc stimulation induced VR

Figure 3 Medullary areas subserving the VR

Location of effective sites where electrical stimulation induced VR
(A) and DR-PAD (B). Both sites were mainly distributed to the medial
medullary reticular formation corresponding to the nucleus reticularis
gigantocellularis (NRGc). Sites from which large effects were induced are
indicated large circles. C. There are positive correlation in the amplitude
between the VR-IPSP and DR-PAD.

Y SYSTEM AND SPINAL REFLEXES

examined its effects upon
The NRGc stimulation hyper-

, and depolarized DRP
examined by averaging these

potentials (Fig.2B). There were early (~20 ms) and late
s in the motoneuron and the VRP

(upper two traces). The effects were due to inhibitory post-
). On the other hand, primary

observed only in the late
The PAD was induced by
e inhibitory effects in the

were exclusively induced from the NRGc.
stimulation, an activation of

the muscle tone inhibitory system, blocks the entry of sensory
and reduces excitability of motoneurons. Post- and

synaptic inhibitions are considered to be induced by
glycinergic and GABAergic interneurons [1]. These effects
were induced by stimuli applied to the medial part of the

(Fig.3AB). In addition there are strong
between the VRP and the

oth inhibitory effects were blocked by the activation of
FRA. As shown in Fig.4A, NRGc stimulation induced VR-

IPSP and DR-PAD. Volleys in group II muscle afferents of
the plantar muscles induced Ia reflex
the DR (Fig.4B). Conditioning volleys in the FRA greatly
reduced the NRGc-induced VR
These findings suggest that interneurons
and those for PAD receive inhibit
Possibly a particular group of
receive inhibition from FRA
and the pre-synaptic inhibition.

2. NEURONAL ACTIVITIES IN THE SPINAL REFLEX

Effects induced by the muscle tone inhibitory system
upon neuronal elements in various reflex arcs were precisely
examined. Major findings are shown in
the NRGc induced late-IPSPs
(B). The inhibitory effects were observed in interneurons
mediating reciprocal Ia inhibition (C), recurrent (Renshaw)
inhibition (D), flexion reflex (E) and skin reflex (F). It should
be noticed that time course of the IPSPs was mostly identical
in motoneurons and interneurons. The NRGc stimuli induced
PAD in Ia and skin afferents (G
shown, volleys in FRA greatly reduced the inhibitory effects.
Figure 6A summarized the NRGc
The IPSP was observed in 98% of mot
was induced in 78% of primary afferent fibers. Inhibitory and
excitatory effects were induced the interneurons. Twenty
nine percent of interneurons received excitatory effects from
the NRGc, whereas 35% cells were inhibited. More tha
thirds of cells (36%) did not respond to the NRGc stimulation.

The NRGc stimulation effectively activated inter

subserving the VR-IPSP and DR-PAD

Location of effective sites where electrical stimulation induced VR-IPSP
PAD (B). Both sites were mainly distributed to the medial

lary reticular formation corresponding to the nucleus reticularis
gigantocellularis (NRGc). Sites from which large effects were induced are
indicated large circles. C. There are positive correlation in the amplitude

Figure 4 Volleys in FRA modulated the medullary inhibitory effects

A. VR-IPSP (upper) and DR-PAD (middle) induced by NRGc stimulation
which is indicated by upward arrows. A bottom trace is CDP. B. An
activation of group II muscle afferents from the plantar (Pl) muscle induced
excitation via stretch reflex in VR and PAD in
in FRA in Pl nerve largely suppressed the NRGc

Figure 2. Medullary stimulus effects upon

A.From upper to
of posterior
(PBSt-MN), ventral root potentials (VRPs),
dorsal root potentials (DRPs), and cord dorsum
potentials (CDPs).
stimulation of the NRGc. Hyperpolariz
was observed in the MN and the VRPs.
Depolariz
Averaging of each potential. Late latency
potentials were obvious in the MN, VRPs
(hyperpolarization)
See text for further explanations.

Volleys in group II muscle afferents of
induced Ia reflex in the VR and PAD in

the DR (Fig.4B). Conditioning volleys in the FRA greatly
induced VR-IPSP and DR-PAD (Fig.4C).

These findings suggest that interneurons responsible for IPSP
and those for PAD receive inhibition from volleys in FRA.

a particular group of common interneurons that
inhibition from FRA may responsible for the post-

synaptic inhibition.

N THE SPINAL REFLEX ARCS

ts induced by the muscle tone inhibitory system
upon neuronal elements in various reflex arcs were precisely

findings are shown in Fig.5. Stimulation of
IPSPs in - (A) and - motoneurons

The inhibitory effects were observed in interneurons
mediating reciprocal Ia inhibition (C), recurrent (Renshaw)
inhibition (D), flexion reflex (E) and skin reflex (F). It should
be noticed that time course of the IPSPs was mostly identical

and interneurons. The NRGc stimuli induced
PAD in Ia and skin afferents (G-H). Although data were not
shown, volleys in FRA greatly reduced the inhibitory effects.
Figure 6A summarized the NRGc-effects on spinal neurons.
The IPSP was observed in 98% of motoneurons, and the PAD
was induced in 78% of primary afferent fibers. Inhibitory and
excitatory effects were induced the interneurons. Twenty-

received excitatory effects from
the NRGc, whereas 35% cells were inhibited. More than one-
thirds of cells (36%) did not respond to the NRGc stimulation.

The NRGc stimulation effectively activated inter-

FRA modulated the medullary inhibitory effects

PAD (middle) induced by NRGc stimulation
which is indicated by upward arrows. A bottom trace is CDP. B. An
activation of group II muscle afferents from the plantar (Pl) muscle induced
excitation via stretch reflex in VR and PAD in DR. C. Conditioning volleys
in FRA in Pl nerve largely suppressed the NRGc-induced IPSP and DRP.

Figure 2. Medullary stimulus effects upon
spinal reflex arcs

rom upper to bottom; membrane potentials
posterior biceps semitendinosus motoneuron

MN), ventral root potentials (VRPs),
dorsal root potentials (DRPs), and cord dorsum
potentials (CDPs). Upward arrows indicate
stimulation of the NRGc. Hyperpolarization

observed in the MN and the VRPs.
Depolarization was induced in the DRPs. B.
Averaging of each potential. Late latency
potentials were obvious in the MN, VRPs
(hyperpolarization) and DRPs (depolarization).
See text for further explanations.
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neurons located in the lamina VII of Rexed (Fig.6B). A repre
sentative example was shown in Fig.7. Stimulation of the
NRGc exerted early (monosynaptic) excitation and late
excitation which induced action potentials (Fig.7A, B). This
cell receives strong inhibition from volleys in skin afferent or
FRA. Most of NRGc-excited interneurons received inhibitory
effects from FRA (45/55=82%). A part of these cells also
receive monosynaptic excitation from Gr. I muscle afferents.
These findings suggest that the inhibitory reticulospinal
system suppresses the activities constituents of spinal reflex
arcs, sensory afferents, interneurons in
motoneurons, to reduce the level of muscle tone
group of interneurons satisfying the following
possibly mediate the inhibitory effects. They receive
excitatory effects from the muscle tone inhibitory
(NRGc), and 2) inhibitory effects from volleys in FRA. 3) A
part of cells receive monosynaptic Gr. I muscle afferents. 4)
They are located in the lamina VII.

Figure 5 NRGc stimulus effects upon intracellular membrane
potentials in motoneurons, interneurons and sensory afferents

Intracellular recording from lateral gastrocnemius motoneuron (
motoneuron (B), reciprocal Ia inhibitory interneuron (C), Renshaw cell
(D) and interneurons mediating group II reflex (E) and skin reflex (F).
NRGc stimulation induced IPSPs in these neurons. NRGc stimulation
induced PAD in Ia muscle afferent (G) and skin afferent (H).

Figure 6 NRGc stimulus effects upon spinal neurons in

A. NRGc stimulus effects upon motoneurons (top),
and primary (sensory) afferents (bottom). Neurons inhibited and excited by
the NRGc stimuli were denoted by black and white colors. Neurons denoted
by gray did not respond to the stimuli. B. Location of interneurons excited
from the NRGc. All cells were inhibited from FRA. Interneurons receiving
monosynaptic group I inputs were denoted by gray squares, while those
without monosynaptic group I inputs were indicated by open ci

located in the lamina VII of Rexed (Fig.6B). A repre-
sentative example was shown in Fig.7. Stimulation of the

rly (monosynaptic) excitation and late
excitation which induced action potentials (Fig.7A, B). This
cell receives strong inhibition from volleys in skin afferent or

excited interneurons received inhibitory
part of these cells also

monosynaptic excitation from Gr. I muscle afferents.
These findings suggest that the inhibitory reticulospinal
system suppresses the activities constituents of spinal reflex

in reflex pathways and
to reduce the level of muscle tone. Moreover a

following characteristics
possibly mediate the inhibitory effects. They receive 1) late

muscle tone inhibitory region
ffects from volleys in FRA. 3) A

part of cells receive monosynaptic Gr. I muscle afferents. 4)

3. IDENTIFICATION OF INTERNEURONS MEDIATING
TONE SUPPRESSION

Then the question is whether
above criteria are involved in the inhibition of spinal reflex
arcs? This was examined by s
8, the plausible interneurons
motoneuron (A) and a group II interneuron,
afferent (C). Inhibitory connections to hindlimb
were precisely examined. S
plural motoneurons. However
motoneurons with antagonistic relationship.

IV. DISCUSSION

1. HOW DOES MUSCLE TONE INHIBITORY SYSTEM MO
THE EXCITABILITY OF SPINAL REFLEX ARCS

Based on findings so far including the present study, we
schematically summarize the muscle tone inhibitory system
in the brainstem and spinal cord. This system is
the cholinergic neurons in the
nucleus (PPN), which subsequently excite pontine reticular
neurons, medullary reticulospinal neurons in the NRGc and
spinal inhibitory interneurons.
exerts postsynaptic inhibition
interneurons mediating reflex pathways

intracellular membrane
motoneurons, interneurons and sensory afferents

Intracellular recording from lateral gastrocnemius motoneuron (A), -
motoneuron (B), reciprocal Ia inhibitory interneuron (C), Renshaw cell
(D) and interneurons mediating group II reflex (E) and skin reflex (F).
NRGc stimulation induced IPSPs in these neurons. NRGc stimulation

skin afferent (H).

spinal neurons in reflex arcs

. NRGc stimulus effects upon motoneurons (top), interneurons (middle)
and primary (sensory) afferents (bottom). Neurons inhibited and excited by

NRGc stimuli were denoted by black and white colors. Neurons denoted
to the stimuli. B. Location of interneurons excited

from the NRGc. All cells were inhibited from FRA. Interneurons receiving
monosynaptic group I inputs were denoted by gray squares, while those
without monosynaptic group I inputs were indicated by open circles.

Figure 7 An interneuron that was excited from the NRGc

Monosynaptic (A) and late (B) EPSPs evok
skin afferents of sural nerve (Sur) induced IPSPs (C). Monosynaptic Ia EPSP
(D) and disynaptic (E) Ia IPSP evoked from lateral gastrocnemius
muscles (LG-S) and medial gastrocnemius muscles (MG), respectively.

Figure 8 Inhibitory connections revealed by spike

Plausible inhibitory interneurons inhibited monosynaptic IPSPs in an LG
motoneuron (A) and a group II interneuron of quadriceps (Q) muscles (B).
The same group of the interneuron induced primary afferent depolarization
(PAD) in a group Ia afferent of LG
action potential of the interneuron as a time reference, intracellular
membrane potentials and extracellular control o
averaged recordings were superimposed in (

ERNEURONS MEDIATING MUSCLE

whether the interneurons satisfying
involved in the inhibition of spinal reflex

spike-triggered averaging. In Fig.
interneurons induced IPSPs in an LG-S

II interneuron, and a PAD in a Ia
connections to hindlimb motoneurons

Several interneurons inhibited
. However, no interneurons inhibited

antagonistic relationship.

ISCUSSION

INHIBITORY SYSTEM MODULATE
SPINAL REFLEX ARCS?

Based on findings so far including the present study, we
schematically summarize the muscle tone inhibitory system
in the brainstem and spinal cord. This system is arising from
the cholinergic neurons in the pedunculopontine tegmental
nucleus (PPN), which subsequently excite pontine reticular
neurons, medullary reticulospinal neurons in the NRGc and

interneurons. Consequently this system
inhibition of  and motoneurons and

mediating reflex pathways, and presynaptic

Figure 7 An interneuron that was excited from the NRGc

(A) and late (B) EPSPs evoked from the NRGc. Volleys in
skin afferents of sural nerve (Sur) induced IPSPs (C). Monosynaptic Ia EPSP
(D) and disynaptic (E) Ia IPSP evoked from lateral gastrocnemius-soleus

S) and medial gastrocnemius muscles (MG), respectively.

Inhibitory connections revealed by spike-triggered averaging

Plausible inhibitory interneurons inhibited monosynaptic IPSPs in an LG-S
motoneuron (A) and a group II interneuron of quadriceps (Q) muscles (B).

group of the interneuron induced primary afferent depolarization
-S muscles (C). From top to bottom, an

action potential of the interneuron as a time reference, intracellular
potentials and extracellular control of each neuron. Three and two

averaged recordings were superimposed in (A) and (B), respectively
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inhibition of primary afferents. Spinal reflexes can be
fore suppressed at the levels of sensory afferents (input stage),
interneurons (integration stage) and motoneurons (output
stage). It follows that suppression of muscle tone
the inhibition of spinal reflex arcs.

Then how does this system control muscle tone during
movements? Interneurons in FRA partly operate as locomotor
rhythm generating system, CPG [3].
inhibitory interaction between the inhibitory system and FRA
system was revealed in this study (Figs. 4,
that this interaction may be involved in the muscle tone
regulation during locomotion. Moreover, plausible inhibitory
interneurons in the inhibitory system partly receive group I
muscle afferents, indicating that the inhibitory system may
control muscle tone as a negative feedback system.

2. CONTROL OF MUSCLE TONE DURING VARIOUS MOV

A part of the present findings is schematically illustrated
in Fig.10A. Reticulospinal neurons in the NRGc, brainstem
output of the muscle tone inhibitory system activate plausible
interneurons, which in turn inhibit either extensor or flexor
muscles. The inhibitory interneurons receive inhibitory effect
from volleys in FRA. Because large numbers of the NRGc
reticulospinal neurons project to the whole spinal neuraxis,
the inhibitory system may simultaneously modulate the
activity of motoneurons in the whole spinal segments.
Because NRGc-reticulospinal neurons are possibly acti
during rapid eye movement (REM) sleep, the inhibitory
system may exert generalized motor inhibition, resulting in
muscular atonia. During REM sleep, FRA pathways were
inactive (Fig.10B). Interneurons in the
alternately active during locomotion depending on step cycles.
The alternate FRA activity may therefore inhibit the plausible
inhibitory interneurons in a cyclic manner. This disinhibitory
process may alternatively activate motoneurons in the left and
right motoneurons in the lumbosacral spinal segments (Fig.
10C). Excitation of interneurons in FRA pathways in addition
to flexor motoneurons innervating hand and digit muscles by

Figure 9 Muscle tone inhibitory

Muscle tone inhibitory system inhibits
sensory afferents, interneurons
pathways and motoneuron
suppression of muscle tone. This system
receives excitatory
cerebral cortex, limbic system and the
cerebellum at the level of the brainstem.
The pedunculopontine
(PPN) receives GABAergic
from the substantia nigra pars reticulata
(SNr), one of the
nuclei, indicating that
output inhibits this system. Serotonergic
input from the DR inhibits this system.
ACh; acetylcholine;
generator, DR; dorsal raphe nucleus,
GABA; -amino
Ia and Ib afferents,
NRGc; the nucleus reticularis giganto
cellularis, NRPo;
pontis oralis,
culus, 5- HT; serotonin

pinal reflexes can be there-
sensory afferents (input stage),

interneurons (integration stage) and motoneurons (output
of muscle tone are due to

Then how does this system control muscle tone during
movements? Interneurons in FRA partly operate as locomotor
rhythm generating system, CPG [3]. Because reciprocal

raction between the inhibitory system and FRA
was revealed in this study (Figs. 4, 5, 7), we propose

that this interaction may be involved in the muscle tone
regulation during locomotion. Moreover, plausible inhibitory

system partly receive group I
, indicating that the inhibitory system may

control muscle tone as a negative feedback system.

E DURING VARIOUS MOVEMENTS

A part of the present findings is schematically illustrated
Reticulospinal neurons in the NRGc, brainstem

output of the muscle tone inhibitory system activate plausible
interneurons, which in turn inhibit either extensor or flexor
muscles. The inhibitory interneurons receive inhibitory effect

ecause large numbers of the NRGc-
project to the whole spinal neuraxis,

simultaneously modulate the
the whole spinal segments.

reticulospinal neurons are possibly active
during rapid eye movement (REM) sleep, the inhibitory
system may exert generalized motor inhibition, resulting in
muscular atonia. During REM sleep, FRA pathways were

Interneurons in the FRA pathways are
depending on step cycles.

The alternate FRA activity may therefore inhibit the plausible
inhibitory interneurons in a cyclic manner. This disinhibitory
process may alternatively activate motoneurons in the left and

ral spinal segments (Fig.
Excitation of interneurons in FRA pathways in addition

hand and digit muscles by

the corticospinal tract is necessary to grip
case, muscle tone inhibitory system may disinhibit because of
FRA pathways, resulting in
motoneurons. However other motoneurons
spinal inputs may not excite (Fig.10D).

In conclusion, we propose th
muscle tone inhibitory system and FRA pathways at the level
of spinal cord may play critical role in the real
of muscle tone during the ongoing
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igure 9 Muscle tone inhibitory
system

uscle tone inhibitory system inhibits
sensory afferents, interneurons in reflex
pathways and motoneurons, resulting in
suppression of muscle tone. This system
receives excitatory projections from the
cerebral cortex, limbic system and the
cerebellum at the level of the brainstem.

edunculopontine tegmental nucleus
(PPN) receives GABAergic projections
from the substantia nigra pars reticulata

one of the basal ganglia output
, indicating that the basal ganglia

output inhibits this system. Serotonergic
input from the DR inhibits this system.
ACh; acetylcholine; CPG; central pattern
generator, DR; dorsal raphe nucleus,

amino-butylic acid, Ia and Ib
d Ib afferents, MN; motoneurons,

nucleus reticularis giganto-
NRPo; the nucleus reticularis

pontis oralis, VLF; ventrolateral funi-
serotonin.

Figure 10 Interaction between muscle tone inhibitory system
FRA pathways during various movements

A. Basic neural connections between the muscle tone inhibitory system and
FRA system at the level of spinal cord.
regulation during REM sleep (B), locomotion (C) and precise hand
movements. In each, muscle tone can be regulated
the FRA pathways to inhibitory interneurons
system. See text for detail explanation
motoneurons, ipsi-; ipsilateral，contra

ospinal tract is necessary to grip something. In this
case, muscle tone inhibitory system may disinhibit because of
FRA pathways, resulting in assisting excitation of flexor
motoneurons. However other motoneurons that lack cortico-
spinal inputs may not excite (Fig.10D).

we propose that interaction between
muscle tone inhibitory system and FRA pathways at the level
of spinal cord may play critical role in the real-time regulation

the ongoing various movements.
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Figure 10 Interaction between muscle tone inhibitory system and
during various movements

Basic neural connections between the muscle tone inhibitory system and
FRA system at the level of spinal cord. Hypothetical models of muscle tone

), locomotion (C) and precise hand-digits
can be regulated by the inhibition from

the FRA pathways to inhibitory interneurons in the muscle tone inhibitory
explanations. E and F; extensor and flexor

ontra-; contralateral.
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time of toe-off; and 2) with increasing walking velocity, the hip 
joint is more extended at the toe-off and the knee joint is more 
flexed in the mid-stance phase. This indicates that gait pattern is 
adaptively altered depending on velocity; the velocity was not 
controlled by simple tuning of step frequency of the locomotor 
rhythm generated by a neuronal network. The comparison of 
the ground reaction force confirmed that the vertical force 
profiles were single-peaked; the double-peaked curve that is 
seen in humans was not observed [2]. Besides, this study 
demonstrated that the vertical force profile is also altered with 
walking velocity; its peak value gets larger with the velocity 
increases. 

III.  METABOLIC COST OF TRANSPORT 
In human walking, there is optimal speed of locomotion at 

which the metabolic cost of transport is minimized. Human 
natural walking is generated approximately at this speed. Is 
there similar optimal speed for bipedal walking in the Japanese 
macaque? To answer this question, we investigated the 
metabolic cost of transport with different walking velocities. 
Two Japanese macaques (Subject 1 = 12 kg; Subject 2 = 5.5 kg) 
walked bipedally at different velocities on a treadmill that is 
placed in an airtight chamber, and we measured time rate of 
change in carbon dioxide concentration (CO2 ppm/sec) in the 
chamber using an infrared gas analyzer (Shimadzu Corp., 
CGT-7000) [3,4]. We then calculated CO2 production rate by 
multiplying it by the volume of the chamber, and converted it to 
O2 consumption rate, assuming respiratory quotient is equal to 
0.85. We obtained metabolic energy consumption rate by using 
the factor of 20.1 J/ml O2 [5] and estimated the cost of transport 
by dividing the metabolic energy consumption rate by the 
treadmill speed and the body mass.  

Figure 3 shows the variations of the metabolic cost of 
transport with walking speed for the two Japanese macaques. 

The cost of transport for human walking is a U-shaped profile, 
but that for the Japanese macaques does not exhibit a clear 
U-shaped profile; the cost of transport is almost constant or 
decreases gradually as the speed increases. This discrepancy 
may be attributable to adoption of a running mechanics 
(spring-mass mechanism in which tendons and ligaments store 
elastic energy in the early stance (breaking) phase and release it 
for moving the body forward in the late stance (propulsive) 
phase) at a relatively slower speed in the Japanese macaque, 
even though its duty ratio is above 0.5. The cost of transport for 
human running shows a gradual decrease with an increase in 
speed [6]. Because the corresponding curve for macaque 
running is located at a relatively lower position, a clear 
humanlike U-shaped profile might not have been 
experimentally observed for the macaque bipedalism. 

IV. SIMULATION OF BIPEDAL LOCOMOTION 
If bipedal walking of the Japanese macaque is dynamically 

reconstructed by computer simulation based on biologically 
relevant musculoskeletal modeling, predictive study of 
locomotion becomes possible. This would enable 
biomechanical evaluation of causal relationships among 
musculoskeletal morphology, locomotor kinematics, and 
energetics, allowing examination of hypotheses and scenarios 
of the origin and evolution of human bipedalism. Therefore, we 
developed a dynamic simulation of bipedal locomotion in the 
Japanese macaque based on a PD feedback control. 

We constructed a two-dimensional musculoskeletal model of 
the bipedal Japanese macaque consisting of seven links and 
eight principal muscles (Figure 4). Both inertial parameters of 
the limb segments and muscle parameters were determined 
based on the 3D musculoskeletal model [1]. The foot segment 
is represented by two parts: tarsometatarsal part modeled by a 
rigid body and massless phalangeal part. Metacarpophalangeal 
joint is assumed to be kinematically prescribed.  

Generation of locomotion was achieved by the following 
method. First, desired joint trajectories of bipedal walking were 
created based on the 3D kinematic data measured previously. 
Specifically, the experimentally obtained 3D coordinates of the 
five hindlimb and trunk markers and a newly digitized point at 
distal phalanx of the foot were projected onto the sagittal plane, 
and average 2D displacements of the six coordinates were then 
calculated for each walking speed (3, 4 and 5 km/h) to obtain 
the desired joint trajectories. The kinematic data used for this 
calculation are those of KA because body dimensions of this 
individual were very similar to that of the model used here. 

The displacement of the hip joint in the sagittal plane is 
essentially a sinusoidal curve. Thus, the hip displacement was 

 
 
Fig. 3. Metabolic cost of transport of bipedal walking in the Japanese 
macaque plotted against walking velocity. 

 
 
Fig. 2. Reconstruction of whole-body kinematics of bipedal walking in 
the Japanese macaque using a model-matching method. At the time of 
foot-contact (right) and toe-off (left).  

 
 
Fig. 4. Two-dimensional musculoskeletal model of Japanese macaque.
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2: Biceps femoris (femoral part)
3: Vastus
4: Tibialis anterior
5: Soleus
6: Rectus femoris
7: Biceps femoris (crural part)
8: Gastrocnemius
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approximated by the following sinusoidal function using least 
square fitting.  

cos[4 ( )]
x

z a b
s

π θ= − +             (1) 

where (x,z) is the coordinate of the hip joint, s is the stride 
length, a,b, θ are the coefficients representing the amplitude, 
height above the ground, and phase, respectively. Here we 
altered these three coefficients to generate virtual walking 
trajectories for predictive simulation. In this study, the 
following four trajectories of the hip joint were generated for 
each of the walking speeds: 1) no changes in the three 
coefficients thus the trajectory corresponds to the measured 
data; 2) the phase θ is altered to that of human value; 3) the 
phase θ is altered to that of human value and a is multiplied by 
-1; and 4) a is zero. The positions of the knee and ankle joints 
and the acromion were subsequently modified under the 
condition that the movement of the phalangeal part of the foot 
segment was kinematically prescribed based on the 
corresponding measured data. Figure 5A-C illustrate three gait 
patterns calculated based on the condition 1 for the speeds of 3, 
4, 5 km/h, respectively. These gait patterns corresponds to the 
actually measured locomotion. Figure 5 D-F show three virtual 
gait patterns for the speed of 4 km/h calculated based on the 
conditions 2, 3, and 4, respectively. These three virtual gait 
patterns correspond to walking with humanlike trunk 
displacement, with that of reversed phase, and with no vertical 
trunk displacement, respectively. 

A total of 12 gait patters (4 conditions × 3 speeds) were 
calculated and the desired joint trajectories and then the 
trajectories of the desired muscle length generated. Motor 
command sent to the m th muscle am is generated using two 
oscillators and a PD feedback control low as [7]: 

*

sin( )
sin( )

( ( ))
m

L L R

R R L

m m m

K
K

a

φ ω φ φ π
φ ω φ φ π

κ ξ ξ ϕ ση

= − − −
= − − −
= − +

           (2) 

where φL and φR are the oscillatory phases of left and right legs 
(0 ≤ φL, φR, ≤ 2π), ω is the parameter defining the frequency of 
the oscillator (2π/T), T is the gait cycle, and K is a gain 
parameter, ξm and ηm is the normalized muscle length and 
contractile velocity, ξ*

m is the desired normalized muscle length 

(expressed as a function of φ), and κ and σ are the gain 
parameters, respectively. The magnitude of the muscle force is 
modeled to be proportional to the motor command am (am = 0 if 
am < 0). The muscle generates its maximum force when am = 1.  

The energetic cost of the generated locomotion is estimated 
based on the calculation of mechanical energy of  the muscles: 

 
1

m m
m

E F v dt
e

= ⋅ ∑∫               (3) 

where E is the estimated metabolic cost of locomotion, v is the 
contractile velocity of the muscle, e is the efficiency of 
conversion from metabolic to mechanical energy (0.25) [8,9],.  

To investigate the effects of change in the gait cycle on the 
cost of transport of bipedal walking in the Japanese macaque, 
we emulated locomotion using the desired trajectories based on 
the condition 1 with changing the gait cycle by multiplying the 
measured average cycle by 0.75, 1, and 1.5. These alterations of 
the gait cycle represent approximately 1.3, 1.0, and 0.7-fold 
changes in walking velocity without changing gait kinematics. 
Figure 6A plotted the cost of transport of the generated 
locomotion against walking velocity. If the velocity is low, the 
3km/h gait pattern is  most economical whereas the 5 km/h gait 
pattern is most efficient in fast-moving locomotion; in the 
middle range, the 4 km/h gait pattern is cheapest. Thus, the 
Japanese macaque adaptively alters its locomotor kinematics 
depending on its walking velocity. It was also observed that the 
cost of transport increases with increasing walking velocity for 
the 3 and 4 km/h gait patterns, but it decreases for the 5 km/h 
gait pattern, suggesting 5 km/h gait pattern is mechanically 
running despite the fact the duty factor is above 0.5.  

Comparisons of the cost of transport of the virtual gait 
patterns (Figure 6B) suggest that the humanlike gait pattern 
(condition 2) was the most economical, indicating that 
humanlike fluctuation of the body’s center of mass actually 
contributes for generation of efficient walking. However, the 
Japanese macaque does not acquire this humanlike efficient 
walking pattern particularly when walking velocity is higher, 
probably due to its anatomical constraints. However, this 
simulation does not take the elastic elements into consideration 
and the cost of transport for the fast-moving gaits might be 
overestimated. The effect of the elastic recoil must be 
investigated in future studies.  

V. SIMULATION OF ADAPTIVE LOCOMOTION 
In the above simulation based on a feedback control low, we 

must have assumed unrealistically high values for the gain 
parameters to make it work. Furthermore, the system obviously 
destabilizes if we introduce transport delays in the nervous 
system. It was therefore anticipated that animals utilize some 
sort of feedforward control strategy to generate locomotion for 
adaptively coping with various changing environments.  

 
Fig. 5. Gait kinematics used for the simulation. A-C: Measured gait 
patters at 3, 4, 5 km/h (condition 1). D-F: Virtual gait patterns (4 km/h ) 
based on the condition 2, 3 and 4.. 

Fig. 6. Cost of transport of generated locomotion vs. walking velocity.
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Ivanenko et al. analyzed electromyographic activity patterns 
of muscles in human leg during walking using principal 
component analysis and found that activation patterns of 
muscles can be decomposed into a combination of five 
principal waveforms [10-11]. These invariant synergistic 
muscle activation patterns are considered to be created by a 
functional module located in the spinal cord, and control of this 
combination patterns alters muscle activity, and hence 
movement [12]. In this study, we assume that appropriate 
combinations of such basic muscle activation patterns are 
prescribed in the spinal cord level to form feedforward muscle 
activity for locomotion, and a new neuro-control model was 
constructed (Figure 7). Specifically, each of the principal 
waveforms, represented by a square wave, is assumed in the 
spinal module and each of the muscle activities is generated as a 
linear summation of the principal waveforms. The motor 
commands are sent out to muscles in a feedforward manner 
based on this phase signal. Recent studies suggested that a CPG 
consists of two layers: a rhythm generator (RG) that generates 
oscillatory signal, and a pattern generator (PG) that generates 
muscle activity patterns based on the phase signal from the RG 
[13-14]. The five principal waveforms are generated by the RG 
and they are combined to generate the basic muscle activities in 
the PG. In addition, feedback control mechanisms are modeled 
to autonomously maintain the posture of the trunk segment and 
the walking velocity. We also incorporated a phase-resetting 
mechanism based on foot-contact information. 

We emulated human bipedal walking using a 2D 
musculoskeletal model [15,7] and this nervous model. The 
generated locomotion was confirmed to be autonomously 
adaptable to a certain degree of external force perturbation, 
sudden increase in the trunk mass, and slope (Figure 8). We 
plan to apply this locomotor nervous model for dynamic 
simulation of bipedal locomotion in the Japanese macaque 
using the anatomically based whole-body musculoskeletal 
model. 

VI. CONCLUSION 
Herein we report our system biomechanics studies of bipedal 

locomotion in the Japanese macaque based on an anatomically 
based musculoskeletal model, importance of which has gained 
particular emphasis in recent years for truly elucidating 
adaptive mechanisms of locomotion in animals. The final goal 
of our project is to understand the dynamic principles 
underlying the emergence of adaptive locomotor phenomena to 
the extent that we can quantitatively reproduce them in a 
computer using biologically relevant models. To this end, we 
further investigate adaptive strategies of locomotion in 
Japanese macaques by biomechanical analyses of locomotion 
in response to perturbations (such as weighted locomotion and 
locomotion on a split-belt treadmill) and by synthesizing such 
adaptive behaviors using mathematical models. 
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Fig. 7.Basic muscle activity patterns are constructed by a combination 
of five principal waveforms. 

Fig. 8. Autonomous adaptation of locomotion on a slope. A: without, 
B: with thephase resetting mechanism. 
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Abstract— Behavior of an agent is emerged from the interaction 
between body, control, and environmental dynamics.  The research 
group B-3 aims to design body and control dynamics for emerging 
adaptive locomotion.  We investigate three types of locomotion, 
biped, quadruped, and snake-like and developed robots.  In 2008, 
our achievement is (1) conducting jumping experiments by a 
monopod with anthropomorphic muscular-skeletal system, (2) 
investigating walking stability of a pneumatic-driven quadruped 
robot by changing its body compliance, and (3) developing several 
sensors required for adaptive locomotion of the snake-like robot, 
analyzing influence of viscoelasticity on locomotion performance, 
and conducting measurement of locomotion of a living snake. 

I. INTRODUCTION 
The research program entitled Emergence of Adaptive 

Motor Function through Interaction between Body, Brain, and 
Environment - Understanding of Mobiligence by Constructive 
Approach - started in 2005, as a MEXT Grant-in-Aid for 
Scientific Research on Priority Areas.  One of the main goals 
of the project is to find a principle of emergence of adaptive 
locomotion.  To approach the issue from the constructivist 
viewpoint, our research group B-3 aims to develop 
locomotive agents with various modalities based on dynamic 
interaction between body, control and environment.  In 2008, 
our achievement is (1) conducting jumping experiments by a 
monopod with anthropomorphic muscular-skeletal system, (2) 
investigating walking stability of a pneumatic-driven 
quadruped robot by changing its body compliance, and (3) 
developing several sensors required for adaptive locomotion 
of the snake-like robot, analyzing influence of viscoelasticity 
on locomotion performance, and conducting measurement of 
locomotion of a living snake. 

II. BIPED ROBOTS THAT HAVE BIARTICULAR MUSCLES AND 
THEIR DYNAMIC LOCOMOTION 

A. Overview 
Bi-articular muscles  

Biarticular muscles that drive not only one joint but also 
multi joints play an important role for realizing synergistic 
motion of the animal’s body.  They also provide redundancy 
that can be utilized for controlling complex body system.   

This redundancy can be utilized for roll sharing and 
cooperation between low and high control layers.  In this 
report, we shortly introduce a monopod and b biped  with 
biarticular muscles which are developed last year, and 
investigate jumping and running behavior. 

B. 2D monopod with biarticular muscles 
A 2D monopod with biarticular muscles is developed to 

investigate their roles on dynamic locomotion (Figure 1). 

 
The robot consists of a body, a thigh, a shank and a foot.  
Three joints are driven by 6 (3 pairs) monoarticular and 3 
biarticular McKibben artificial pneumatic muscles.  These 
muscles are controlled based on the information observed by 
pressure sensors equipped in the artificial muscles and gyro 
sensor on the body.  We conducted (1) jumping experiment 
from standstill, (2) landing experiment, and (3) bouncing 
experiment to investigate the role of the biarticular muscles.  
In this report, we show an experimental result on the 
jumping experiment. 

C. Investigation on functions of biarticular 
muscles 

The robot is equipped with 3 biarticular muscles: Rectus 
fomiris, Hanstrings, and Gastrocnemius.  Each of them 
regulates the coordination between knee and hip joints and the 
one between knee and ankle joints.  Since the system has these 
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Figure 1: A 2D monopod with biarticular muscles 
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muscles, it can realize coordinated movement between joints. 
When only the knee is driven by monoarticular muscles, 
extension of the knee drives ankle joint through the 
gastrocnemius and hip joint through hamstrings.  The 
synergistic motion depends on designing parameters such as 
moment arm of the muscles, and in the case of the monopod 
shown in the figure, such coordinated movement occurs when 
the biarticular muscles are excited.  As a result, the rotation of 
the robot is suppressed.  This is shown in the experimental 
results (figure 2).   The relation between angles of touch down 
and taking off is plotted in Figure 3.  In these experimental 
results, we put a pre-determined set of air to the muscles, and 
let the robot fall.  When it contacts with the ground, only the 
knee monoarticular muscle is driven.  We can see that the 
rotating movement of the robot is suppressed when we 
increase the air to the gastrocinemius.  
 

 

 
 

(a) air supply to gastrocinemius :0ms  

 

 
 

(b) air supply to gastrocinemius :10ms 

 

 
 

(c) air supply to gastrocinemius :150ms 

 

Figure 2: bouncing behavior of the monopod when only the 

knee joint is activated at the contact. 

 

 

 

 

D. 3D biped robot with biarticular muscles 
We also improved a 3D biped robot whose leg structure 

was almost the same as the jumping robot shown in the last 
section. (see Figure 4).  We put additional parallel muscles to 
anti-gravity muscles; longer muscles increase the range of 
joint movement.  We conducted experiments on walking, 
jumping, and running separately.  

Comparing with the monopod that has smaller torso, this 
robot changes its behavior more sensitive to the activation of 
hip biarticular muscles, rectus and hamstrings.  We 
demonstrated that the robot could walk and jump stably, and 
could run for several steps by experiments 

Figure 4: 3D biped robot with biarticular muscles 

Figure 3: Relation between angles of touch down 
and taking off when the excitation of GA 
changes 
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III. A FEASIBILITY STUDY ON STABILITY OF GAIT PATTERNS WITH 

CHANGABLE BODY STIFFNESS USING PNEUMATIC ACTUATORS IN A 

QUADRUPED ROBOT 

A. Overview 
In this study, an oscillator-type gait controller for a quadruped 
robot with antagonistic pairs of pneumatic actuators is 
proposed. And by using the controller, a feasibility study on 
the stability of gait patterns with changeable body stiffness is 
reported. The periodic motions of the legs are generated and 
controlled by an oscillator network with state resetting. This 
type of controller has robustness in its gaits against variation 
of walking conditions or changes of environment. However, it 
sometimes loses robustness under conditions of actuation 
delay, decrease of actuator accuracy, etc.  We investigated 
whether an oscillator-type controller with phase resetting is 
also effective under such conditions. The stability of 
locomotion also strongly depends on the mechanical 
properties of the body mechanism, especially the joint 
stiffness. In this report, the muscle tone of the robot on the 
pitching motion at the trunk is changeable by using the 
changeable elasticity of the pneumatic actuators. The stability 
of quadruped locomotion in walk and trot patterns with 
changeable body stiffness was evaluated with numerical 
simulations and hardware experiments.  

 

B. Model and stability analysis 
The model of the robot is shown in Figure 5.  The stability 

of the limit cycle is examined in the following way. 

First, eight variables were selected as state variables.  
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the trunk. 
The stability of the robot's locomotion is examined by 

checking eigenvalues )8,1( =kkλ  of the Poincaré map in 
terms of variable 

 
 

C. Results 
Figure 6 shows the maximum norm of the Poincaré map's 
eigenvalue at various duty ratio β  and trunk joint stiffness 

spK .  Note that when duty ratio β  is around 0.75 (typical 
duty ratio for a walk pattern), the locomotion is stable at a low 
joint stiffness of the trunk.  But when duty ratio β  is around 
0.50 (typical duty ratio for a trot pattern), the locomotion is 
stable at a high joint stiffness of the trunk.  The midrange duty 
ratio and the joint stiffness are not suitable for stable 
locomotion.  These facts may note that gait transition occurs 
from a stable attractor to another one by passing through the 
unstable parameter region.  That remains as the future work to 
clarify. 
We have developed a real quadruped robot driven by 
pneumatic artificial muscles, and conducted experiments.  The 
robot could locomote stably both in walk and trot patterns 
although it is affected by unevenness of the floor.  Therefore, 
we can conclude that the oscillatory network with phase 
resetting is effective for a quadruped robot driven by 
pneumatic artificial muscles, which leads to large time delay. 

(b) real robot 

Figure 5: A quadruped robot driven by pneumatic 
artificial muscles 

(a) CAD 

Figure 6 Maximum norm of Poincaré map's eigenvalue 
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IV. REALIZATION OF SNAKE-LIKE LOCOMOTION, AND 
OBSERVATION OF A REAL SNAKE 

A. Overview 
Snakes have long cord-shaped body and propel by winding 

its body to generate mechanical interaction with the 
environment (friction and pressure between abdomen or side 
of the body and the environment). This locomotion is 
essentially different from other legged animals. Based on this 
type of locomotion, living snakes exhibit highly adaptive 
behaviors in diverse environments such as rough ground, 
water, mud, sand, or tree branches. By investigating 
mobiligence of snakes underlying such adaptability, 
information about dependencies of intelligence to locomotion 
types can be obtained. 

In this fiscal year, we developed several sensors required 
for adaptive locomotion of the snake-like robot, analyzed 
influence of viscoelasticity on locomotion performance, and 
conducted measurement of locomotion of a living snake. 

 

B. Development of sensors for adaptation 
In order to achieve and analyze environmentally adaptable 
locomotion on the snake-like robot that we have developed 
(Figure 7), we developed sensory systems to measure 
mechanical interaction during locomotion. This robot 
achieves animal-like viscoelasticity by the use of 
McKibben-type pneumatic actuators. The most essential 
sensory information in snake locomotion is status of each 
actuator and force acting between the robot body and the 
environment. Therefore, we developed an External Force 
Sensor (corresponding to sensory organs on the surface of the 
body) measuring lateral and normal force acting on the bottom 
of the robot and an Internal Force Sensor (corresponding to 
sensory organs in muscles: muscle spindle and tendon organ) 
that measures length (and extension speed) and tension of 
each pneumatic actuator. Up to now, we designed and 
developed a prototype of these sensors and conducted 
preliminary experiments.  
 

C. Analysis of locomotive performance of the snake-like 
robot with pneumatic actuators 

We conducted analysis and evaluation of contribution of 
viscoelasticity of the developed robot to locomotion control 
and locomotion performance. 

One of the most important advantages of viscoelasticity is 
that complex body locomotion is controllable with simple 
controller. We verified if the robot can achieve smooth 
locomotion by simple control logic in which supply/expulsion 
modes of the high-pressure air valve are periodically switched 
at some specific timing in each cycle. As the result, such very 
simple control can exhibit three types of locomotion (lateral 
undulation, sidewinding, and rectilinear) smoothly. 

Additionally, we compared locomotive performance of the 
robot with (a) electric motors and (b) pneumatic actuators on 
simulations. Results showed that the robot with pneumatic 
actuators has larger propulsive performance in narrow spaces 
(Figure 8). 

 

D. Measurement of locomotion of a living snake 
We conducted measurement of kinematics of a living snake 
(corn snake, Elphe guttata, Figure 9). Up to now, we installed 
a measurement system in which markers attached on the spine 
of the snake are tracked. Figure 10 shows a result of 
measurement of lateral undulation locomotion on a carpet 
environment. Up to the end of the fiscal year, we will 
investigate detailed body structure of a living snake using CT 
scanner and myoelectrical measurement with a specific 
adaptive locomotion by the real snake. 
 
 

 
Figure 7  Snake-like robot with pneumatic actuators 

 

Fig. 8  Simulation of locomotion in narrow environment 

 

Fig. 9  Experimental animal (Elaphe guttata) 

 

Figure 10  Kinematics of lateral undulation locomotion 
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Abstract – In our research, we aim at modeling reflex-motion 
system of people with walking difficulties, and develop walking 
assist devices functioning bio-feedback for them. Therefore, we 
focus on the following three topics: (1) motion-discrimination; 
(2) muscle assist; (3) bio-feedback system. This paper mainly 
reports development and verification experiments of our FES 
(functional Electrical Stimulator) using special reflex of people 
with walking difficulties.  

I. INTRODUCTION 
Disorder of nervous system causes paraplegic and panplegia, 

takes away human mobility, and decreases Quality of Life (QOL). 
This research aims at recovering mobility of people with walking 
difficulties, and try (1) to reveal the sensory-motor system of those 
people for assuming their motion intention and (2) to build 
function-recovery scheme. We take two approaches in parallel for 
solving those issues: a physiological approach to use animals and 
an engineering approach to build man-machine mutual adaptive 
system. As a final target, we focus on building a 
measurement/control system, which automatically adjust to human 
sensory-motor system. So, we use a functional electrical stimulator 
(FES), and examine responses of sensory-motor system in this 
paper.  

II. PROPOSED FES SYSTEM:                                 
STIMULATION TO REFLEX AND MUSCLE 

For enhancing the QOL of the people with walking difficulties, 
we use FES. The FES activates muscles and reflexes with 
electrical stimulations, and is effective to people who has 
functional peripheral nerves and muscles. That is, the FES 
functions as the central nerve system to actuate muscles.  

However, there are various disorders of sensory-motor systems 
so that the system requires dynamical adaptability to the 
characteristics of their unique sensory system and usage 
environments. Thus, we propose our FES system, and the 
conceptual diagram is shown in fig.1. The main characteristics of 
this system are to stimulate two different types of targets: muscle 
and reflex. Therefore, it is necessary to implement assist scheme for 
its user: that is, we need to reveal the relationship between ways to 
stimulate and joint movements.  

The FES device is shown in Fig.2 (a). It consists of a 16bit 
microchip controller and analogue switches. The user receives 
electrical stimulations through electrode pads (shown in Fig.2b), 
which are attached near target muscles or nerves. 

The FES generates low-frequent and bipolar-square waves as 
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shown in Fig.3. The user adjusts the following parameters: its 
amplitude, career frequency, burst frequency, and duty rate, Those 
parameters are adjustable by its user.  
 

 
Fig.1. Conceptual Diagram of Proposed FES System 

 

   
(a) Developed Device         (b) Surface Electrode 

Fig.2. Proposed FES System 
 

 
Fig.3. Wave Form of Functional Electric Stimulation 

 
III.EXPERIMENTS 

 
For generating target motions on a leg-paralysis person with the 

FES device, we need to reveal the relationship among muscle 
motions, signal types and locations of the electrical stimulation.  
 

Research on Modeling Reflex-Motion System for Assisting People 
with Walking Difficulties 

Hiroshi YOKOI and Masatoshi TAKITA 
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III-a.  Responses to Amplitudes  
As the first step, we focus on the stimulus part, which actuate the 

left ankle joint, and investigate its responses to 6 different stimulus 
amplitudes of electrical signals. Table 1 and Fig.4 show the results: 
muscle responses to the amplitudes of the electrical stimulation. 
Vrms and Irms indicate RMS values of the electrical stimulation, 
and Rrms is the value that Vrms is divided by Irms. As for the ankle 
motion, the patient does not feel the stimulation and does not 
generate any motion at the ankle joint when the amplitude is 5 [v]. 
Then, the patient starts feeling the stimulation at the amplitude 10 
[v], bends the foot fingers at the amplitude 15 [v], and bend the 
ankle joint at the amplitude 17.5 [v]. However, the patient could 
voluntarily move its fingers and ankle under the amplitude 17.5 [v], 
and could rarely move at the amplitude 20[v], and could not move 
at the amplitude 22.5[v].  

 
Table 1．Relationship between stimulus amplitude and ankle joint 

Amp[V] 5. 10. 15. 17.5 20.0 22.5 
Vrms[V] 0.63 1.14 1.63 1.49 1.55 1.50 
Irms[mA] 0.76 1.59 2.46 2.88 3.30 3.60 
Rrms[Ω] 0.82 0.71 0.66 0.48 0.46 0.41 

Ankle 
Movement - - - Y Y Y 

Stimulus 
Sensing N Y Y Y Y Y 

Voluntary 
Control Y Y Y Y N N 

Time to 
accomplish - - - 5.0 1.5 0.5 

 

 
Fig.4. Relationship of strength of electric stimulus 

 
III-b.  Responses to Career Frequencies   

Secondly, we investigate responses to career frequencies. We 
select 2 stimulus parts as shown in Fig.5 and career frequencies at 

the range from 1 [kHz] to 7 [kHz]. Table 2 and Table 3 show the 
results: muscle responses to the career frequencies. As for ID1, the 
patient does not move its leg at 1 [kHz], bends the ankle joint at 2 
[kHz], bends the hip and knee joints at 3 to 5 [kHz]. We assume that 
the activation of the anterior tibial muscles require the career 
frequency 2 [kHz] at least. As for ID2, the leg does not move at 2 
[kHz] but the leg moves stably at 4 to 5 [kHz]. Whereas, the leg 
moves little at 7 [kHz]. That is, it is necessary to reveal appropriate 
range of career frequencies for activating stable movements.  

Moreover, we confirm that, the FES device consumes current 40 
[mA] when the leg does not move in the both case of ID1 and ID2. 
Meanwhile, the FES devises consumes current 50 [mA when the 
leg moves stably.  We assume that the career frequency relates to 
stimulus depth. 

 
Fig.5 Stimulus part on the left leg. 

 
Table 2. Result: Stimulus to ID1 

Career Freq. [kHz] Current [mA] Joint Movement 
1.0 40 No 
2.0 50 Ankle 
3.0 50 Hip and knee 
4.0 50 Hip and knee 
5.0 50 Hip and knee 

 
Table 3. Result: Stimulus to ID2 

Career Freq. [kHz] Current [mA] Joint Movement 
2.0 35 No 
3.0 50 Ankle (weak) 
4.0 50 Ankle (stable) 
5.0 50 Ankle (stable) 
6.0 50 Ankle (stable) 
7.0 50 Ankle (weak) 

 
III-c. Modeling of Reflex-Motion System 

 

For revealing reflex-motion system of a leg paralysis patient, we 
conducted the FES experiments again. The stimulus parameters are 
the same as the parameters in the previous experiment and we 
change the stimulus locations as shown in Fig.6. Table 4 lists the 
relationship between dominant nerves and leg muscles.  

As a result of stimulus to ID3, the knee joint smoothly move. We 
assumed that the stimulus part should be the tendon of the rectus 
femoris muscle. Therefore, the receptor in the tendon is stimulated 
by the FES signal, the stimulus causes reflex, and the rectus femoris 
muscle strongly moved. For the patient, it was easier to achieve the 
knee extension with the direct stimulus to the rectus femoris muscle 
than with the stimulus to the tendon of the rectus femoris muscle. In 
short, we confirmed the possibility to generate faster joint movement 
with stimulus to reflexes. Thereby, it indicates the combination of 
muscle stimulus and reflex stimulus achieves efficient walking 
assistance.  
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The results of the stimulus to ID1 and ID2 are shown in Fig.7. The 
angle transitions of hip, knee, and ankle are shown in Fig.8. As for 
ID2, the hip and knee joints extended, and the ankle joint bent. 
Those movements are corresponding to the standing-up leg motion 
and, it seems that, effective to assist the motion. As for ID1, the hip 
flexion in ID1 is different from the one in ID2. The main difference 
is the gap of stimulus location: the gap is 0.050 [m]. It tells that we 
need to choose carefully stimulus locations. Moreover, the stimulus 
to ID5 and ID6 causes bending the hip and knee joints. That is, the 
movement is corresponding to a part of the walking movement. It 
also contributes to walking assistance. Therefore, we reveal the 
relationship between stimulus locations and joint movements, and 
implemented its model. Then, the model is applied for the walking 
assist scheme in the proposed FES system.  

 

 
Fig.6. Functional Electric Stimulation for Reflex Motion 

 

 
Fig.7.  Stimulation effects of ID1 and ID2 

Those joint movements stimulated by the reflexes are generated 
only on leg-paralysis patients but normal persons. Moreover, each 
patient has different relationship between stimulus locations and 
joint movements so that the FES system  requires to examine the 
relationship to each user.  

 

 
Fig.8. Stimulus timing for lower leg angle concerning on ID2 
 

III-d. Multiple-Channel FES 
 
It is known that the multiple-channel FES gives different effects 

from the single-channel FES to its patient. In this chapter, we 
investigate joint-motion responses to 1, 2, and 3 channels 
respectively. The locations and signal types of the electrical 
stimulations are shown in Fig.9. 

 
Fig.9. Position and parameters on multi –functional electric 

stimulation 
 

Table 4. Relationship between dominant nerves and leg muscles 
Hip Joint  Knee Joint Ankle Joint dominant nerve  

Flex Ext Flex Ext Flex Ext  
biceps femoris muscle  Y Y    ischiadic nerve 
semimembranosus muscle  Y Y    ischiadic nerve 
semitendinosus muscle  Y Y    ischiadic nerve 
rectus femoris muscle Y   Y   femoral nerve 
sartorius muscle Y  Y    femoral nerve 
pectineal muscle Y      femoral nerve 
iliopsoas muscle Y      femoral nerve, lumbar nerves 
tensor fascia lata muscle Y      tibial nerve 
gastrocnemial muscle  Y    Y tibial nerve 
soleus muscle      Y superficial fibular nerve 
long fibular muscle      Y superficial fibular nerve 
peroneus brevis muscle      Y deep fibular nerve 
peroneus tertius muscle     Y  deep fibular nerve 
extensor digitorum longus muscle     Y  deep fibular nerve 
extensor hallucis longus muscle     Y  deep fibular nerve 
anterior tibial muscle     Y  deep fibular nerve 
 

Table 5. Stimulus Parameters 
Parameter Value 

Career Freq. [kHz] 4 
Burst Freq. [Hz] 100 
Duty Rate [%] 10 

Distance between Electrodes 
[m] 0.1 
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Table.6. 1ch stimulation  (F: Flexion, E: Extension, : Movement, 0 
to 5 : Strength degree of joint movement) 

Joint Movement  
Hip Knee Ankle 

ID1 F4 F3 F2  E2 
ID2 F1 to F2 F1 to F2 F2 
ID3 F1 to F2 F1 to F2 F2 
ID4 F1 to F2 F1 to F2 F2 
ID5 F1 to F2 F1 to F2 F2 
ID6 F1 to F2 F1 to F2 F2 

 
Table.7. 2ch stimulation  (F: Flexion, E: Extension, : Movement, 0 

to 5 : Strength degree of joint movement) 
Joint Movement  

Hip Knee Ankle 
ID1 ID2 F2 to F3 F0 to F3 F2  E2 
ID2 ID3 F2 to F3 F0 to F3 F2 
ID1 ID4 F2 to F3 F0 to F3 F2 
ID1 ID5 F0 to F1 F1 to F1 F2 
ID1 ID6 F1 to F3 F0 to F3 F2 

 
Table 8．3ch stimulation (F: Flexion, E: Extension, : Movement, 0 
to 5 : Strength degree of joint movement)  

Joint Movement  
Hip Knee Ankle 

ID1 ID2 ID3 F1 to F3 F0 to F2 F2 
ID1 ID2 ID4 F3 F3 F2  E2 
ID1 ID3 ID4 F3 F3 F2  E2 
 

For the patients, it takes 5.0 [s] to stand up without the FES, 
meanwhile, it takes 5.4 [s] to stand up with the FES. That is, the FES 
assist improve the motion speed 7%. The transitions of joint angles 
with/without the FES are shown in Fig． It is clear that the joint 
motion with the FES is more smooth than the joint motion without 
the FES from 1.8 [s] to 5.0 [s].  

 
Fig.10. Time series data of knee angle of standing up motion 

We apply the FES for walking assist. For the patient, it is necessary 
to prevent from scuffing. That is, we aim at bend knee and hip joints 
during swing phase on the left leg with the FES.  

 Based on the relationship between multiple-channel electrical 
stimulations and muscle motions is shown in table 1, 6, 7, and 8. The 
combination of the direct muscle stimulation and the reflex 
stimulation are applied for the walk assistance. The muscle 
stimulation was in charge of actuating the ankle joint and the reflex 
stimulation was in charge of actuating the knee and hip joints. We 
confirm that the FES assistance controls the walking speed of the 
patient. The maximum of the walking speed was similar to the speed 
of the normal person (Fig.11). Moreover, the patient demonstrated to 

climb up and down steps with the FES. The paralyzed leg did not 
scuff the steps as shown in Fig.12. 

 

 
Fig.11. Reflex walking assist for arbitrary speed 

 

 
Fig.12. Reflex walking assist for climbing up steps. 

 
IV. CONCLUSION 

For leg paralysis persons caused with disorders of nervous 
system, we proposed our FES system: the combinations of reflex 
stimulus and direct muscle stimulus assist some parts of a patient’s 
movements, and achieve walking. Therefore at first, we reveal 
movement segments generated by two stimulus-motion system (i.e., 
reflex-to-muscle and direct-muscle), and modeled those system. 
Then, the movements appropriately fit into the unique 
sensory-motor system of the patient for enhance the mobility. 
Eventually, the proposed approach is applied for a leg-paralysis 
patient, and the patients achieved better walking and step-climbing. 
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Abstract—  The goal of our research project is to elucidate the 
brain adaptation function using rat-machine fusion systems and 
multi functional neural electrodes. To achieve this goal, we have 
developed fundamental techniques. These techniques include A) 
automatic adaptation of vehicle controller to time-varying 
neural signals recorded in these rat-machine fusion systems, and 
B) elemental techniques for long-term stable neural recording 
using devices such as flexible neural probes with micro fluidic 
channels for injection (or measurement) of medicines. 

 

I. INTRODUCTION 
The goal of our research project is to elucidate the ability of 
the brain (especially the motor center) to adapt to a variable 
body environment by using a rat-machine fusion system in 
which the body’s environmental conditions are changeable 
and also by using multi functional neural electrodes. We plan 
to construct a "rat car" vehicle system in which the car is 
controlled by neural signals in the motor cortices of rats. The 
system allows us to change the relationship between the motor 
command signals and the effectors (the muscles or the 
vehicle) arbitrarily. By using multi-channel recordings of 
neural signals together with injection and recording of certain 
medicines into the system, we plan to elucidate the brain 
property mentioned above.  
   We have been engaged in developing fundamental 
techniques to achieve this goal. The techniques includes A) 
automatic adaptation of vehicle controller to time-varying 
neural signals recorded in these rat-machine fusion systems, 
and B) elemental techniques for long-term stable neural 
recording using devices such as flexible neural probes with 
micro fluidic channels for injection (or measurement) of 
medicines. 

II. RESULTS 
A) RatCar system[1, 4, 5] 
A-I. Introduction 

In this section, the outline of the "RatCar system" will be 
explained, and then the introduction and the potential of 
automatic adaptation of vehicle controller to time-varying 
neural signals will be shown. 

We have developed a rat-machine fusion system in the form 
of a small vehicle BMI system, which we call the ‘RatCar’. A 
unique point of our RatCar system is that a neural signal 

*Department of Information Physics and Computing, Graduate School of 
Information Science and Technology, The University of Tokyo 

source (i.e., a rat) is mounted on the vehicle body and the two 
components move around as a unit. The rat is therefore 
provided with somatosensory feedback as the vehicle moves. 
This enables the rat to realize that its desire to move has been 
satisfied through the vehicle movement. We expect this 
condition to increase the ability of the rat to adapt to the 
system. Our ultimate goat is to illude the rat into recognizing 
the vehicle as corresponding to its own original limbs, and this 
will enable use of the RatCar as a platform for future 
neuroscience research. In addition, the movement of the 
vehicle system causes electromagnetic noise and artifacts in 
the recorded signals, an inevitable problem for real 
applications in hospitals and day to day society. The 
development of the RatCar system will help us investigate and 
solve these problems. 

Although a simple linear model that we proposed in our 
former report[1] estimated an abstract locomotion velocity of 
a rat according to its neural firing rates, the results with too 
rough fluctuations were not suitable to control the RatCar 
vehicle. The model was divided into two sections; a section to 
correlate rat’s locomotion velocity with each neural firing and 
another to estimate locomotion velocity compiling the whole 
pattern of neural firings. It enabled stable control of the 
vehicle even though the model precision had been inadequate. 
In addition, changing states both in the brain and the machine 
were observed through the model parameters. 
A-II. Methods 
Preparation 

First, electrodes made of tungsten wires (40 μm in 
diameter) coated with parylene-c polymer (5 μm thick) were 
implanted in the motor cortex and basal ganglia regions which 
were determined according to a stereotaxic atlas of the rat 
brain[3]. 

As the rat ran inside the wheel-formed device, those 
electrodes transmitted neural spikes to the outside of the body 
followed by amplifier (5,000 times) and band-pass filter (300 
Hz - 5 kHz). 

Those spikes were then sampled (25 kHz) and sorted to 
calculate firing rates  s(t) = (s1(t) … sn

Takafumi Suzuki*,  Kunihiko Mabuchi* 

(t)) in every 100 ms bin 
for each neuron. Finally, the principal component analysis 
normalized and whitened variances of those firing rates; 

Study on brain adaptation using rat-machine fusion systems 
and multi functional neural electrodes 
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Meanwhile, the actual locomotion velocity v(t) recorded as 

a rotating speed of the wheel was applied to identify or 
evaluate the model. 
 
Estimation of Locomotion Velocity 

Our model to estimate locomotion velocity of a rat has a 
state space representation described as, 

 
In the algorithm, the equation (4) describes an update of 
internal states consist of the rat’s locomotion velocity and its 
periodic differences. Meanwhile, the equation (5) correlates a 
combination of neural firings to the locomotion velocity with 
an output matrix H. Note that the neural firings were given as 
residuals of an auto-regression process (defined by parameters 
an,i) applied to neural firing rates. 

To solve the model (i.e., to acquire v(t),H, an,i), two 
sections were applied as follows. First, H = (h1, … ,hn) and 
an,i were identified by another state space representation for 
each neuron as actual locomotion velocity array x(t) was 
given: 

 

 
The measurement update algorithm from Kalman filter[2] 

were applied to identify un(t) and therefore an,i and hn. 
Kalman filter algorithms (the time update and the 

measurement update) were then applied to the former state 
space model (4,5) to estimate locomotion velocity v(t). Note 
that the algorithms were able to continue the estimation of the 
locomotion velocity v(t) as the parameters an,i and H were 

updated. 
Experimental Condition 

Six male Wistar rats were used as subjects. They were 
trained to walk inside the wheel-formed device described 
above after two days after the implant surgery. Although they 
had electrodes implanted both in motor cortex and basal 
ganglia, we focused only on the motor cortex in this 
experiment. The recording trials were divided into 
approximately 1 minute periods to prevent a rat from getting 
tangled in recording cables. While the first trial was used to 
identify the model and to observe varying parameters, the rest 
trials (typically 2; 120 s) evaluated a precision of the model. 
 
A-III. Results 

 
Fig.1 Correlation of actual and estimated locomotion velocity 2 days 
after the implant. 
 

Figure 1 shows a correlation between actual and estimated 
locomotion velocity during the open estimation. Although 
these trials contained other movements unrelated to 
locomotion, rats D, E and F gave a high correlation over 0.2. 

More detailed estimation for rat E, which showed a highest 
correlation, is presented in figure 2(E). While estimated value 
by our presented algorithm well followed start, stop and 
drastic changes of actual locomotion, it tended to be 3 – 4 
times larger in amplitude. On the other hand, figure 2(C) 
partially shows a precise estimation around 100 – 110 s period. 
As a whole for rat C, however, the estimated velocity often 
failed to follow the actual one which resulted in the low 
correlation. 

Next, figure 3 shows varying covariance components  hn,1 

(n = 1,… ,N) during identification trials. They represent 
covariances between locomotion velocity and a firing rate of 
each neuron n. Those for rat E were hardly updated for the 
first 25 seconds since the rat kept still at the bottom of the 
wheel. Then, drastic changes of the value started around 30 
seconds as the rat started moving and they converged in 10 
seconds. In the case of rat C, changes immediately started 
after the trial had started. Although the components converged 
once at least in less than 10 seconds, they gradually kept 
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changing with several jumps. 
 
A-IV. DISCUSSION & CONCLUSION 

The results showed that the first 10 – 15 seconds period of 
the identification trial converged the initial covariance 
components to achieve a basic estimation of locomotion 
velocity. As long as these values stayed constant, the model 
well estimated locomotion velocity especially for drastic 
changes. On the other hand, some of them gradually changed 
after the initial identification period had passed in the case of 
rat C, some, which resulted in a weaker correlation with 
velocity. 

These changes were caused either by plasticity of the brain, 
modification in recording condition (e.g., changes in 
alignment of neural electrodes), or dynamics in brain activity 
that our model did not take into account. It is not able to 
clearly distinguish them with our methods by themselves since 
our current results show phenomenological correlations 
between each neural firing and the locomotion velocity. Our 
results, however, still suggest that those changes were caused 

by some sort of state transition in the brain. Under an 
assumption that the recorded neural activities are stationary 
processes without plastic changes of the brain function or 
electrodes drifting, these parameters are supposed to converge 
and hold still as time elapse. This is obviously incorrect from 
our results. A more detailed comparison of these parameters 
between (a) the case that a rat is mounted on the vehicle, and 
(b) the case that a rat is freely moving without the vehicle. 
Functional changes in the brain to adapt to the vehicle are 
expected on the case (a), while functional and structural 
changing of the recording condition may equally occur in both 
cases.  

In this research subject, a model to estimate locomotion 
velocity was improved to divide its function to two sections; a 
section to correlate rat’s locomotion velocity with each neural 
firing and another to estimate locomotion velocity to achieve 
smooth control of the vehicle.While the former enabled us to 
monitor changes both in the brain and the machine, the latter 
stabilized the estimation results preventing rough fluctuation. 
Forfuture studies, continuous recording for long hours with a 

 
Fig. 2. Estimated (presented algorithm using state space 
representation and previous algorithm using least mean square 
estimation[1]) and actual locomotion velocity of rat E and C; 2 
days after the implant. 
 

 
 
Fig. 3. Covariance components for the velocity v(t); hn,1 (n = 1, 
… ,N) during the adaptation of the model (rat E and C). 
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rat mounted on the vehicle will suggest quantitative results on 
dynamical changes and plasticity of the brain as connected to 
BMI system. 
 
B) Multi-functional neural electrode 

In this section, flexible probes to record both 
neuroelectrical and neurochemical activities (Figure 4, 5) are 
shown as an example of the multi-functional neural electrodes 
we have developed. These probes have four microelectrodes 
for neural recording and a fluidic channel covered with a 
semipermeable membrane; the membrane is used for 
microdialysis in the brain. We measured impedance of the 
electrodes, and examined the leakage of dialysate from the 
fluidic channel in vitro[6]. 
 

III   Conclusion 
We report the results of this project such as A) automatic 
adaptation of vehicle controller to time-varying neural signals 
recorded in these rat-machine fusion systems, and B) 
elemental techniques for long-term stable neural recording 
using devices such as flexible neural probes with micro fluidic 
channels for injection (or measurement) of medicines. 
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Fig. 4. Conceptual illustration of a probe. (a) Overview image of the probe. The probe is inserted into biological tissue. (b) Tip of the 
probe with recording electrodes and a fluidic channel. The fluidic channel is covered with a semipermeable membrane. When the probe 
is inserted into the brain, the microelectrodes record neural signals, and the fluidic channel collects neurotransmitter from the 
extracellular fluids around the point of interest. 
 

 
Fig.5  The probe was fabricated on a 25-μm-thick parylene C substrate. (b) The fluidic channel is U-shaped at the tip of the probe. 
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   I．INTRODUCTION 

 

Abstract — The present study is analyzing how body 
movement is involved in neuronal coding (representation)  
using multineuronal recording and a brain-machine 
interface (BMI). We report here that neuronal firing 
frequencies of neuronal population remarkably changed 
when they were working as neuronal codes for BMI to 
operate external device. Firing synchrony also changed 
especially in the hippocampus. We present a preliminarily 
result of experiment employing a target-operation task 
using BMI. The hippocampal neuronal firing increased 
when it operated the target device to approach to the rat.   

  Recognition and detection of valid information in the 
environments are  must for animals to behave adaptively, 
that necessarily require neural coding in the brain. Recent 
neuroscience studies have suggested that neural coding is 
based on  activity of functional groups of neurons, i. e., cell 
assembly (Fig. 1), as the famous psychologist D.O.Hebb 
suggested. However, as the other famous psychologist 
J.J.Gibson indicated, recognition and detection of valid 
information need action to and interaction with the 
environments of much information. This suggests that real 
features of neuronal coding could be experimentally 
uncovered by investigating how body movements are 
involved in neural activity of coding in the working brains. 

BMIで生じるセル・アセンブリの機能的再編成

 
 
 
 
 
 
 

Ⅱ．PURPOSE 
  As in the previous year, the present study is 
detecting, with multineuronal recording and 
brain-machine interfaces (BMI), how body 
movements are involved in neural coding in the 
brain.  For that, we  establish behavioral learning 
tasks for rats and develope a BMI system with 
long-term multineuronal recording. The main 
brain regions are hippocampal-cortical systems.   
   

 Ⅲ．ORIGINALITY 
  The present study rejects the classical 
neuroscience framework, i.e., recognizing the brain 
as a simple device which passively percepts and 
processes incoming information in the 
environments. Instead, we focus on interactions 
between neural coding and body movements and 
aim to experimentally investigate them.  To 
establish the BMI  system for the present study, 
developing and integrating  new  hardwires and 
software and collaboration between psychological 
behavior experiments and neurophysiological 
recording experiments are required.  That is surely 
a new multidisciplinary project among different  
fields of science.   

 Ⅳ．METHODS 
   We have already constructed a novel system 
consisting of automatic and real-time spike sorting 
with independent component analysis (ICA) in 
combination with a newly developed 
multi-electrodes for long-term recording from 
multi-sites of the brain. We are connecting the 
system with appropriate behavioral tasks for rats 
and look for valid neuronal activity and synchrony, 
which can be used as neuronal codes to work the 
BMI system. We especially focus on changes of  

Analysis of relation between neuronal coding and body movement 
using BMI 

Yoshio Sakurai 
 Graduate School of Letters, Kyoto University 

Fig. 1: Concept of cell assembly. Activity synchrony of 
individual neurons (○ ) dynamically causes various 
sizes of functional groups of neurons. 
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firing rates and firing synchrony in the neuronal 
groups.  
  Fig. 2 is the BMI system for a free-response task 
(free-operant task).  When the rat uses its body 
movement, it pokes the nose to a hole (nose-poke 
behavior) and get reward of pellet. In the BMI task, 
a transparent panel is set just in front of the hole 
and some specific neuronal activity instead of 
behavior can deliver the reward.  

ドデカトロード報酬

マルチニューロン活動

ラットのBMIシステム

(Takahashi & Sakurai, 2005) （Patent 2005-118969）

Real-time and Automatic Sorting with ICA  (RASICA)

Task control PCRaw dodecatrode data    Realtime spike sorting

 
 
 
     

  We can use various specific patterns of neuronal 
activity to control the pellet dispenser instead of 
behavior and call it “neuronal code”. The neuronal 
code is firing frequency or synchrony of neurons, 
which can be selected from any of the recorded 
neurons. When the RASICA system detects specific 
neuronal codes, it transmits signals to a computer 
that controls the behavioral tasks and the reward 
dispenser. Then the specific neuronal codes effect the 
behavioral tasks and deliver the reward instead of 
the animal’s behavior. Figure 3 is a schematic 
drawings of detection of the neuronal codes. In the 
upper panel, multineuronal spikes from plural 
neurons are recorded by the dodecatrode and 
automatically separated into individual neuronal 
spikes by ICA. Then the spike frequency of the 
neurons can be detected and work as a neuronal code. 
In the lower panel, plural neurons fire synchronously 
and an overlapped waveform is recorded by the 
dodecatrode but is automatically separated to 

individual neuronal spikes by ICA. Then spike 
synchrony of the neurons can be detected and work 
as a neuronal code. Fig. 4 is the computer displays of 
the BMI system with RASICA.  

 
マルチニューロン

発火同期コード
ICA

スパイク・オーバー
ラップ

ドデカトロード

ICA 発火頻度コード

シングルニューロン

BMI

 
 
 
 

  

  
 
 
 
 

R 

Fig. 2： BMI system for the free response task.  It consists 
of multineuronal recording from the dodecatrodes and  
real-time spike sorting with ICA (RASICA). 

同期発火コード 

発火頻度コード 

Fig. 3: Two types of neuronal codes detected by 
RASICA. Upper panel, neuronal code of spike 
frequency of the neurons. Lower panel, neuronal 
code of spike synchrony of the neurons. 

Fig. 4:  Computer displays of the  BMI system with 
RASICA. Upper display, Neuronal spikes on 12 
microwires of the dodecatrode (left) and waveforms of 
separated individual neurons (right). Lower display, 
Firing frequency (left low) and synchrony (right low) of 
the separated 16 neurons  

multi-neuronal activity 

dodecatrodes 

multineurons     dodecatrode          single neurons 

spike 
overlap 

Frequency Code 

Synchrony Code 
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V. RESULTS 

   We report, following the last year, clear dynamic 
changes of neuronal activity in the free-reponse task. 
In the behavioral task, every nose-poke behavior 
caused delivery of a food pellet. In the BMI task, 
multineuronal activity was recorded from the 
neocortex (somatosensory) and hippocampal CA1. 
The neuronal codes that deputized for the nose-poke 
behavior were higher spike frequency than 2 spikes 
in a 40 ms window (frequency code) and spike 
synchrony among more than 2 neurons in a 2 ms 
window (synchrony code). Fig. 5 shows mean 
numbers of rewards delivered as a result of the 
nose-poke behavior and the neuronal codes in the 
free response task. The data were obtained from 3 
dodecatrodes implanted in the neocortices of 3 rats. 
On the first day (behavioral task), only the nose-poke 
behavior could induce the delivery of food pellets, and 
the rats obtained the reward constantly during the 30 
min session. On the 2nd day (BMI task), only the 
neuronal code of spike frequency could induce the 
delivery of the reward. The rats soon learned to 
frequently generate the neuronal code and obtained 
more rewards than by performing the behavior in the 
previous session. On the 3rd day (BMI task), the 
neuronal code was changed to the precise spike 
synchrony among the neurons. Contrary to the 
neuronal code on the second day, the rats could not 
increase the synchrony code. 
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  The data in Fig. 6 were obtained from 4 
dodecatrodes implanted in hippocampal CA1 of 4 rats. 
By performing the nose-poke behavior on the first 
day, the rats obtained the reward constantly during 
the 30 min session. The spike frequency code on the 
second day rapidly increased, and the increment was 
slightly greater than in the neocortex (Fig. 5). On the 
third day, the neuronal code was changed to precise 
spike synchrony among the neurons. In contrast to 
the neocortical neurons (Fig. 5), the synchrony code 
of the HPC showed an increment and the rats 
obtained more reward than by performing the 
behavior.  
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 We have developed a target-approach task  and a 
target-operation task with BMI. Fig. 7 is a 
schematic drawing of the target-operation task. Fig. 
8 is a rat performing the target-approach task and 
the target-operation task.     
 
 
 
 
 
 
 
 
 
 

1st day                     2nd day                    3rd day 

 behavior                frequency code       synchrony code 

BMI マルチニューロン活

 

Fig. 7: Schematic drawing of the target-operation task. 
The target (the hole on the left wall) is being operated 
to approach to the rat by neuronal codes. 
  

Fig. 5:  Mean numbers of rewards delivered by 
behavior (1st day) and neuronal codes (2nd and 3rd 
days) in the free-response task. The data were 
obtained from 3 dodecatrodes implanted in the 
neocortices of 3 rats.  

 Fig. 6. Mean numbers of rewards delivered by 
behavior (1st day) and neuronal codes (2nd and 3rd 
days) in the free-response task. The data were 
obtained from 4 dodecatrodes implanted in 
hippocampal CA1 of 4 rats. 
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  We analyzed activity of hippocampal CA1 neurons 
when the rat was performing the target-approach 
task and target-operation task. In the former task, 
the neuronal activity was just recorded. In the 
latter task, the frequency code (Figs. 5 and 6) from 
the hippocampal neurons made the left wall 
approach to the rat. Fig. 9 is a preliminary data 
showing changes of firing frequencies of the 
neurons during the 2 days of training of the tasks.   
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Fig. 9:  Mean firing frequencies of the hippocampal 
CA1 neurons during the 2 days of training of the 
target-approach task and target-operation task.  
 

Fig. 8:  Upper photo, A rat performing the target-approach 
task. It is locomotion from the right-side to the left wall to 
make a nose-poke response to the illuminated hole.  Lower 
photo, The same rat performing the target-operation task 
with BMI. The target (the hole on the left wall) is being 
operated to approach to the rat by neuronal codes.  
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Exploring reinforcement learning and motivation 
Yasushi Kobayashi  
Graduate School of Frontier Biosciences, Osaka University 
 
Abstract—We are addressing the role of neuronal activity in the 
pathways of the brainstem-midbrain circuit in reward and the 
basis for believing that this circuit provides advantages over 
previous reinforcement learning theory. Several lines of evidence 
support the reward based learning theory proposing that 
midbrain dopamine (DA) neurons send a teaching signal (the 
reward prediction error signal) to control synaptic plasticity of 
the projection area. However, the underling mechanism of where 
and how the reward prediction error signal is computed still 
remains unclear. Since the pedunculopontine tegmental nucleus 
(PPTN) in the brainstem is one of the strongest excitatory input 
sources to DA neurons, we hypothesized that the PPTN may play 
an important role in activating DA neurons and reinforcement 
learning by relaying necessary signals for reward prediction 
error computation to DA neurons. To investigate the 
involvement of the PPTN neurons in computation of reward 
prediction error, we used a visually guided saccade task during 
recording of neuronal activity in monkeys. Here, we predict that 
PPTN neurons may relay the excitatory component of tonic 
reward prediction and phasic primary reward signals, and 
derive a new computational theory of the reward prediction 
error in DA neurons. 
 
1. Introduction 
 
In the older literature, the pedunculopontine tegmental nucleus 
(PPTN) in the brainstem is thought to be the central part of the 
reticular activating system, which provides background excitation 
for several sensory and motor systems essential for perception [1] 
and cognitive processes [2]. The PPTN contains both cholinergic 
and glutamatergic neurons [3], and is one of the major sources of 
cholinergic projections in the brainstem. The cholinergic system is 
one of the most important modulatory neurotransmitter systems in 
the brain, and controls neuronal activity that depends on selective 
attention, and anatomical and physiological evidence supports the 
idea of a 'cholinergic component' of conscious awareness [4]. The 
PPTN has reciprocal connections with the basal ganglia: the 
subthalamic nucleus (STN), the globus pallidus, and the substantia 
nigra [5], and recently, PPTN has been as argued to form a part of 
the basal ganglia [6]. Further, the PPTN also has reciprocal 
connections with catecholaminergic systems in the brainstem: the 
locus coeruleus (LC; noradrenergic) and the dorsal raphe nucleus 
(DRN; serotonergic) [7].  
This basal ganglia-PPTN-catecholaminergic complex has been 
proposed to play an important role in gating movement and 
controlling several forms of attentional behavior [8]. Despite these 
abundant anatomical findings, however, the functional importance 
of the PPTN is not yet fully understood. 
Recent lesion and drug administration studies using rodents have 
indicated that the PPTN is involved in various reinforcement 
processes [9]. According to a physiological study in cats, the PPTN 
is thought to relay either a reward signal or a salient event in a fully 
conditioned situation [10]. Anatomically, the PPTN receives reward 
input from the lateral hypothalamus [11] and the limbic cortex [12]. 
Conversely, the PPTN abundantly projects to midbrain dopamine 
(DA) neurons of the substantia nigra pars compacta (SNc) [13], 
which encode a reward prediction error signal for reinforcement 
learning [14]. For DA neurons, the PPTN is one of the strongest 
excitatory input sources [15]. The PPTN neurons release glutamate 

and acetylcholine to target neurons, and glutamatergic and 
cholinergic inputs from the PPTN make synaptic connections with 
DA neurons [16, 17], and electrical stimulation of the PPTN induces 
a time-locked burst in DA neurons in the rat [18]. Thus, PPTN 
activity and acetylcholine provided by the PPTN can facilitate the 
DA neuron’s burst firing and appear to do so via muscarinic [19] and 
nicotinic [20] receptor activation. Furthermore, midbrain DA 
neurons are dysfunctional following excitotoxic lesioning of the 
PPTN [21]. A number of studies have found impairments in learning 
following excitotoxic lesions of the PPTN [22]. 
Humans and animals can learn to predict upcoming rewards. After 
learning, DA neurons respond to cues that predict reward, and also 
suppress responses to predicted rewards [14]. Therefore, the reward 
response of DA neuron corresponds to a discrepancy between the 
prediction of reward and the reward actually delivered. Since this 
activation of DA neurons also acts as a learning signal (termed the 
reward prediction error signal) in the striatum and other projection 
areas [23], it has been suggested to play a key role in reinforcement 
learning. One of the most critical issues in reinforcement learning 
involving the basal ganglia is where and how to compute the reward 
prediction error signal between actual reward and the prediction of 
an upcoming reward [24]. However, because of the poor 
physiological information regarding the input signals to DA neurons, 
this issue has remained controversial. The PPTN is one of the 
strongest afferent pathways for DA neurons, and in the PPTN, 
acetylcholine and glutamate have strong excitatory effects on DA 
neurons [21, 25]. Interestingly, one recent computational theory [26] 
predicts the PPTN to be a major input source of the excitatory signal 
to DA neurons and possibly an important component of 
reinforcement learning, but its functional role is still unclear. In this 
study, we hypothesize that the PPTN plays an important role in the 
computation of reward prediction error signals in DA neurons.  
 
2. Experimental Procedures 
 
To address the PPTN contribution to the reward prediction error, we 
analyzed neuronal activity of the PPTN during a visually guided 
saccade task (VGST) for monkeys. Most of data have been published 
previously [27]. For each trial of a VGST, initially the monkey was 
required to direct and maintain its gaze at a central fixation target 
(FT). The monkey then had to make a correct saccade to a peripheral 
saccade target (ST), and received a reward at the end of a trial (Fig. 
1A). Here, we will show the preliminary results [28] when we 
controlled motivation or reward prediction of the monkey by altering 
the reward size across a block of trials (Fig. 1B). 
All experimental procedures in this article were performed in 
accordance with the NIH Guidelines for the Care and Use of 
Laboratory Animals, and approved by the Committee for Animal 
Experiment at Okazaki National Institutes and Osaka University. 
The details of the surgical and data acquisition methods were 
published previously [27].   
  
3. Results 
 
Effect of reward prediction on behavior and neuronal activity of 
PPTN 
In our experiment, the monkeys performed VGST in which they 
were required to make saccades toward a ST after extinction of the 
FT (Fig. 1A). To control the level of motivation (reward expectation 
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or prediction) for the task, the reward size was changed across a 
block of trials (i.e. initially rewarded trials, and then zero reward 
trials, shown in Figure 1B). As a result of reward control, the 
decreased level of reward prediction increased the error rate (Fig. 
1B). This indicates that we could control the level of motivation (i.e. 
the prediction of reward for the task) of the monkeys by a reward 
control. 
Next, we will show that the neuronal activity of the PPTN varied 
with motivational level of the animal. Many of the recorded neurons 
responded reliably to the onset of the FT, and a half of these neurons 
exhibited reliable sustained activity during execution of the task as 
reported previously [27]. As shown in Figure 1B, for the 
representative neuron, responses to the FT were stronger when the 
motivation of the monkeys was higher. During rewarded trials (the 
monkey could get a predicted reward on successful trials), the 
discharge increased gradually after onset of the FT, remained 
elevated for the duration of the fixation period, and was sustained 
until reward delivery (Fig. 1B, upper rasters). On the other hand, 
during reward omission trials (reward was not delivered for the 
successful trial), there was a decrease in the spike rate after the FT, as 
compared with rewarded trials (Fig. 1B, top and middle rastergrams). 
Yet, despite the decrease, the sustained activity remained above 
baseline until the end of trial, consistent with the fact that the 
monkey successfully completed the reward omission trials (low 
motivation) (Fig. 1B, middle). In this sense, we can expect that error 
trials where monkeys canceled the trial with the least motivation 
would show the least activity. In Figure 1C, activities after FT onset 
were plotted for rewarded, reward omission and error trials. As we 
predicted, the activity was the lowest for the error trials. Thus, higher 
success rate (high motivation or a high level of prediction of 
upcoming reward for the task) was associated with enhanced neural 
activity of the PPTN in response to the FT (initial target to direct 
gaze for executing the VGST) [28]. 
 

 
 
Figure 1. Neuronal activity of PPTN during VGST (A) The temporal 
sequence of the visually guided saccade task (VGST) showing the screen in 
front of the monkey during successive epochs of a single trial for the VGST. 
A fixation target (FT) appears at the center of the screen and the monkey 
achieves foveal fixation. After a fixation period (400-1000 ms), the FT is 
turned off and a peripheral saccade target (ST) appears at the left or the right 
with 10° eccentricity. The monkey is required to make a saccade directly to 
the target. The arrow indicates the direction of eye movement. After 
maintaining fixation on the target, the target stimulus is turned off, and the 
monkey receives the juice reward. (B) Each horizontal raster represents one 
trial. Trials are shown in order of presentation from top to bottom and each 
tick represents a neuronal impulse. Trials were changed from rewarded to 
reward omission. (C) Neural discrimination of task performance. Averages 
of responses to onset of FT for rewarded, reward omission and error trials are 
shown. The firing rates are aligned on FT appearance. 
 
Tonic performance-related activity to the fixation target 
To investigate the temporal dynamics of the output of the PPTN 
neurons elicited by FT appearance, we examined the time course of 

this effect. The two illustrated neurons in Figure 1C shows a higher 
FT response for successful trials  than for error trials (Fig. 1C), as 
shown in the previous section. The temporal activation pattern for 
FT appearance varied among neurons. Figure 1 shows the sustained 
tonic type response for one representative neuron. For the sustained 
tonic responses, most of the sustained activity was maintained until 
the reward was delivered. 
Interestingly, a substantial number of short latency responses to FT 
(possibly the most salient stimulus in the task) was observed, as 
compared to the cue stimulus response of DA neurons [29]. For the 
neurons, the activity latency for FT was less than 100 ms (Fig. 1C). 
 
Neural activity elicited by the reward outcome in the fully learned 
condition 
In addition to the motivational or reward prediction activity to FT 
appearance, we examined responses to the reward outcome. The 
PPTN neurons showed an abrupt increase in their firing in response 
to an unpredicted free reward delivered outside the task (Fig. 2A). 
This response was consistent with our previous observation [27]. 
The latency of the reward response (about 100 ms) was slightly 
shorter than that of reported DA neurons (mean 113 ms [30]). Most 
of the neurons that exhibited this reward response to free reward 
showed responses to reward during the fully learned task trials (Fig. 
2B). These results are also consistent with our previous findings [27]. 
During continuous saccade task, we did not observe adaptive 
suppression [27], which is a remarkable feature of the reward 
response of the DA neuron. 
 

 
 
Figure 2. Neuronal activity for actual reward Rastergrams and 
histograms of activity from a single PPTN neuron when (A) a free reward 
delivery outside task and (B) when the reward was delivered during VGST. 
Monkeys could predict upcoming reward during the saccade task. This figure 
is modified from Kobayashi et al, (2002) [27]. 
 
4. Discussion 
 
Possible reward prediction signal in PPTN 
We demonstrated neuronal activity of PPTN in response to FT 
appearance, and the responses are predictive of an animal's 
performance on the task (Fig. 1) [27]. It is possible that the activity 
of PPTN to FT appearance is related to motivation level, reward 
prediction for the task and the sensory response to be conditioned. 
The result is consistent with a previous study of cats showing that 
activity in PPTN neurons was elicited during classical conditioning 
tasks in response to the conditioned stimulus [10]. Our result further 
suggests that the salience of the conditioned stimulus in this task (i.e. 
FT onset in the VGST) was influenced by motivation for the task. 
Thus, PPTN neurons may comprise a substrate whose role is to 
transform a sensory cue into a behavioral action. If this hypothesis is 
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correct, it is quite reasonable to expect that the cue responses of the 
same neuron in a cue-reward association task would be modulated 
by the magnitude of the expected reward. 
From where does the PPTN receive this motivational or reward 
prediction signal? First, we propose that the excitatory signals travel 
via the ventral striatum-ventral pallidum pathway, which receives 
input mainly from the limbic cortex [31]. This pathway quite 
possibly includes limbic information, but it uses inhibitory 
connections from the GABAergic (gamma-amino butyric acid) 
pallidum pathway. There, excitation of PPTN is elicited by a double 
inhibition mechanism. Second, other possible excitatory sources 
may include the amygdala and STN [11]. Third, the activity may 
originate from the cerebral cortex. Recently, Matsumura has 
emphasized the functional role of cortical input to the PPTN in the 
integration mechanism of limbic-motor control [15]. 
 
Possible primary reward signal in the PPTN 
In the PPTN, we observed phasic reward responses for free reward 
and reward during the task. It is possible that the reward signal 
comes from the lateral hypothalamus [32]. This pathway directly 
excites the PPTN [11], which fires a brief burst and then 
accommodates or habituates [10, 33]. This brief burst directly 
excites the SNc via cholinergic and glutamatergic projections [34] 
and thereby causes a phasic burst in DA neurons projecting to the 
striatum [35] for unexpected reward. In future work, we will 
examine whether the response properties of the PPTN fulfill the 
necessary features of a primary reward signal; i.e. the activity is 
related to reward occurrence, to value coding, and the activity has no 
adaptation under a fully leaned condition. 
 
Computation of reward prediction error signal in DA neurons 
As described above, DA neurons have unique firing patterns related 
to the predicted volume and actual times of reward [14]. Recent 
computational models [36, 37] of DA firing have noted similarities 
between the response pattern of DA neurons and well-known 
learning algorithms, especially temporal difference (TD) models 
[36]. In the TD model, a sustained tonic reward prediction pulse 
originating from the striatum is temporally differentiated to produce 
an onset burst followed by an offset suppression. The TD model uses 
fast-sustained excitatory reward prediction and delayed 
slow-sustained inhibitory pulse signals in DA neurons. In that model 
the neurons in the striatum (the striosome) provide a significant 
source of GABAergic inhibition to DA neurons [35], and the fast 
excitatory reward-predicting signals are derived via a double 
inhibition mechanism to DA neurons (matriosome-pallidum-DA 
neuron pathway [37]). Thus, the polysynaptic double inhibition 
pathway and monosynaptic direct inhibition may provide temporal 
differentiation of reward prediction in DA neurons. However, the 
model may not be realistic because it is assumed that (1) the 
polysynaptic net excitatory signal is faster than the inhibitory signal 
via the monosynaptic pathway to DA neuron, and (2) the double 
inhibition pathway is required to strongly excite burst activity of DA 
neuron to a conditioned cue. 
A significant difference between our new model, derived from our 
present findings, and the previous model is the source of excitation 
for DA neurons [38]. It is possible that the excitatory PPTN neurons 
may send both a tonic reward prediction signal (Fig.1) and a phasic 
reward signal (Fig. 2) to DA neurons. Thus, interestingly the PPTN 
may relay both predictive and actual reward information to DA 
neurons. 
Since we found sustained tonic excitatory PPTN input to DA neuron, 
we predict that a sustained inhibitory input from the striatum 
prevents DA neuron’s tonic activation through the excitatory input 
from the PPTN after learning. With regard to the delayed and slow 

inhibition of DA neurons, Houk and colleagues [37] proposed that 
the connection of the striosome-DA neurons provides a prolonged 
inhibition of DA neurons, which persists from the time of the 
reward-prediction signal to the time when the reward occurs. Here, 
computation between a fast-sustained excitatory input and a delayed 
slow inhibition occurs in DA neurons. If the fast-sustained 
excitatory signals from the PPTN appear shortly before the 
slow-sustained inhibitory inputs from the striosome, the time lag 
results in a phasic activation in DA neuronal activity. The fast 
excitatory and slow inhibitory activation maintains an equivalent 
level of activity in DA neurons from after cue related phasic 
activation to just before reward delivery. If the excitatory signals 
from the PPTN disappear shortly before reward delivery, then the 
remaining inhibitory inputs should suppress the DA neuron at the 
time of reward. Thus, when expected rewards are not received, 
sustained-slow striosomal inhibition of DA neurons, unopposed by 
excitation, results in a phasic drop in DA neuronal activity. We need 
to further test PPTN neuronal involvement in the prediction of the 
timing of reward delivery with a classical conditioning task, as 
conducted by Schultz’s group [14]. 
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I. INTRODUCTION 

 

More than a half century ago A.N. Bernstein 
observed that "dexterity" residing in human limb 
motion emerges from accumulated involvement 
of multi-joint movements in surplus DOF [1]. 
Grasping movment is a typical multi-joint 
movement that require to control 39 different 
intrinsic or extrinsic hand muscles. Functional 
muscle synergy has bee proposed for the 
regulation of these redundant DOF, but the 
neural correlate that generate this synergy is not 
well established. In this study, we examined the 
potential involvement of spinal cord neurons for 
generating synergistic activity of hand muscles 
during grasping movement in non-human 
primates. 
 

II. METHODS 
Behavioral task 
A monkey was trained to sit in a chair with its 
right and left elbow restrained whilst it performed 
a precision grip task using a custom-made 
manipulandum (modified from Lemon et al. 
(Lemon et al. 1986)) (Fig.1A,B). The monkey 
inserted its thumb and index finger through 
separate holes in a horizontal plate to access the 
levers of the manipulandum. Fingers 3-5 were 
inserted through another hole. The 
manipulandum comprised two spring-loaded 
levers (10 cm length), each with a potentiometer 
(Model 357, Vishay Spectrol) fitted to its pivot 
point to report lever position and a touch sensor 
(D5C-1DA0, Omron, 30-100 pF) to measure 
thumb and index finger contact with the levers. 
The binary state of both touch sensors was 
constantly monitored throughout the 
experiments to determine when the signal from 
potentiometer represented thumb and index 
finger positions (i.e. when thumb and index finger 
were both in contact with the levers). A trial would 
not begin until both touch sensors were activated 
and would abort immediately upon loss of 
contact with either lever. Strain gage was 
attached to each lever for measuring the force 
exerted by both fingers. 
Thumb and index finger positions were 
continuously presented to the monkey via the 
positions of two rectangle cursors displayed on a 

 

screen in front of monkey (Fig.1C). Two target 
boxes were also displayed and the monkey was 
required to keep each cursor inside its target box 
during a trial. 
Each trial began with the presentation of two 
target boxes positioned so that the thumb and 
index finger were 3.0 cm apart (‘Trial Start’, 
Fig.1C). After 1.0-2.0 sec, the “out” targets 
disappeared and two “center” targets appeared 
simultaneously, signaling monkey to flex its 
thumb and index finger (‘GO’) to bring the 
cursors into the center targets. The required 
displacement of both fingers was 0.7-1.3 cm 
(monkey A) and 0.3-0.8 cm (monkey U), which 
corresponded to a force of 0.9-1.1 N and 0.4-0.6 
N, respectively. The monkey was required to 
maintain the lever positions within the center 
targets for 1.0-2.0 sec then release them back 
into the out targets once the center targets 
disappeared (‘GO2’). Successful completion of a 
trial was rewarded with a drop of applesauce. On 
average, ca 1500 successful trials/recording 
session with the success rate of ca 80% were 
performed by both monkeys. 
 
Surgical operations 
After behavioral training was complete, three 
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Figure 1. 
Experimental setup. A,B: diagrams of the custom-made manipulandum 
for the precision grip task in top view (A) and lateral view (B). C: 
Sequence of a trial. Lever positions were reported to the monkey as two 
visual cursor signals on the computer display (gray bars). Two target 
boxes were also displayed (black rectangles). D: Example of finger 
movements during a single trial. Upper arrows indicate the time point of 
each task event. Two traces show lever positions (upper: index finger, 
lower: thumb). Shaded area indicates the time range where frequency 
analyses were performed (from 0 to 2.048 sec after ‘Grip Onset’). 
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separate surgeries were performed to implant a 
head restraint, a recording chamber over the 
cervical spinal cord, and EMG wire electrodes 
into multiple forelimb muscles. All surgeries were 
performed on different days using isoflurane 
(1.0-2.0 % in 2:1 O2:N2O) or sevoflurane 
anesthesia (1.5–3.0% in 2:1 O2:N2O) and 
aseptic conditions. During the head restraint and 
spinal recording chamber surgeries the monkey 
was immobilized with intravenous pancuronium 
bromide (Mioblock, Organon, 0.05mg/kg every 
hour) and artificially respired. Respiration rate 
was adjusted to keep EtCO2 within 20–25 mmHg. 
Two head restraints (plastic tubes) were fixed to 
the skull with titanium screws and dental acrylic. 
An oval-shaped spinal recording chamber 
(Perlmutter et al. 1998) was implanted over the 
lower cervical spinal cord. C3-T2 vertebrae were 
exposed bilaterally and titanium screws were 
inserted into the lateral mass of each vertebra. 
After performing a unilateral laminectomy of 
C3-C7 vertebrae, the recording chamber was 
positioned over the laminectomy and cemented 
in place with dental acrylic. For recording EMGs, 
pairs of stainless steel wires (AS632, Cooner 
wire) were implanted subcutaneously in 19 
muscles of monkey A, including four hand 
muscles (first dorsal interosseous (FDI), 
adductor pollicis (ADP), abductor pollicis brevis 
(AbPB), Abductor digiti minimi (AbDM)), fourteen 
forearm muscles (flexor digitorum superficialis 
(FDS), radial and ulnar parts of flexor digitorum 
profundus (FDPr and FDPu), flexor carpi radialis 
(FCR), flexor carpi ulnaris (FCU), palmaris 
longus (PL), extensor digitorum-2,3 (ED23), 
extensor digitorum communis (EDC), extensor 
digitorum-4,5 (ED45), extensor carpi radialis 
longus and brevis (ECRl and ECRb), extensor 
carpi ulnaris (ECU), brachioradialis (BRD), 
pronator teres (PT)), and one upper arm muscle 

(biceps brachii (B)). For monkey U, EMG wires 
were acutely inserted percutaneously in 2 
muscles (FDI and AbDM) on each experimental 
day. The location of each EMG implant was 
confirmed by evoking joint- and muscle 
movement using low-intensity electrical 
stimulations applied through the wire electrodes 
during and after surgery.  
 
Recording procedure 
During each recording session, the monkey’s 
head was fixed to the chair with plastic rods and a 
glass-insulated tungsten microelectrode 
(impedance 1 to 2 MΩ at 1 kHz) was inserted 
into cervical spinal cord (Fig.2). The position of 
the electrode was controlled by using a hydraulic 
microdrive (MO-951, Narishige Scientific 
Instrument) and a custom-made X-Y stage, both 
of which were mounted on the recording 
chamber. A silver-ball electrode was also 
inserted into spinal chamber as a reference 
electrode and placed on the scar tissue overlying 
the cord surface. In addition, output from the 
amplifier was high-pass filtered (0.3 kHz – 10 
kHz) for monitoring action potentials from single 
spinal neurons. 
Due to difficulties in locating recording sites 
using conventional histological methods 
following chronic spinal recordings, we used the 
depth of the electrode tip below the point at which 
single-unit activity was first recorded in each 
penetration. EMGs were amplified and filtered 
using a multichannel differential amplifier 
(SS-6110, Nihon Kohden, x3000-25000, 5 Hz - 3 
kHz) and digitized at 5 kHz (Fig.3). Signals from 
potentiometers, strain gages, and touch sensors 

Figure 2 - A: Experimental setup for extracellular recording 
of spinal neurons from a monkey performing a precision grip 
task. The monkey squeezed spring-loaded levers with his 
index finger and thumb. Lever positions were recorded with 
muscular activities of hand/finger muscules and spinal 
neurons. B: Schematic diagram of recording procedure. A 
grass-insulated tungsten microelectrode was inserted into 
spinal cord by a hydraulic microdrive. Signal from the 
microelectrode was amplified and recorded, while EMG 
signals were simultaneously recorded. Inset: sample record 
of spinal neuron action potential (10 traces overlayed). 
Consistant waveform indicates the stable recording of action 
potentials. D, distance from the depth where the first neural 
activity were recorded in single penetration. 

Fig.3. EMG recordings during precision grip task 
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were digitized at 1 kHz. All subsequent analyses 
were performed offline using MATLAB 
(Mathworks Inc.). 
 
Data Analysis 
Firing pattern of each recorded neuron was 
categorized due to the timing when their maximal 
firing rate was occurred. Then, Spike-triggered 
averaging (STAs) of each recorded EMGs [2] 
was performed using individual action potentials 
as a trigger. Post-spike effect of each STA was 
used to identify the recorded neuron in term of 
their connectivity with motoneuron pools. 
 
 

III. RESULTS 
 
Among 199 neurons recorded from cervical 
spinal cord (C6-T1), a majority of the neurons 
(160 neurons, 80%) showed movement-related 
modulations of their firing rate during grip 
(138/199, 69%), hold (81/199, 41%), and release 
period (125/199, 63%). We compiled STAs of 
rectified EMGs for the 196 neurons (3920 
neuron–muscle pairs), after careful rejection of 
motoneuron recordings. Among them, thirty 
neurons produced 56 significant STA effects (51 
facilitations and 5 suppressions) in hand and arm 
muscles. The STA effects generated by electrical 
cross-talk of EMG signals were excluded from 
data pool. To discriminate pure post-spike effect 
from other synchrony effects [3], we used two 
criteria – onset latency and peak width at half 
maximum (PWHM). STA effects that have (1) a 
longer onset latency than the possible earliest 
latency estimated with intra-spinal 
microstimulation (single pulse, <30uV, 4.7ms for 
hand muscles and 3.5ms arm muscles), and (2) 
a narrower PWHM less than 7ms were 
determined as pure post-spike effects [4]. Using 
these criteria, 48 STA effects produced by 21 
neurons were determined as pure post-spike 
effects from premotor interneurons (PreM-INs). 
The majority of these 21 PreM-INs (13 neurons, 
62%) produced post-spike effects in multiple 
muscles rather than an effect on single muscle. 
The size of muscle field (i.e. number of muscles 
on which single neuron had pure post-spike 
effects) was 2.3±1.4 in average. The type of 
post-spike effects was mainly facilitative (19 
neurons) and only two neurons had suppressive 
effects. No neuron simultaneously had both of 
facilitative and suppressive effects. The muscle 
fields of single neuron were frequently observed 
within intrinsic hand muscles (6/13 neurons, 
46%) and between intrinsic and extrinsic hand 
flexor (4/13 neurons, 31%), which were 
synergistically activated during the precision grip 
task. These results indicate that single spinal INs 

can produce co-activation of synergistic 
muscles. 
 

IV. DISCUSSION 
Aims in this year was to elucidate the pattern of 
firing activity of spinal interneurons during 
precision grip performed by primate, and 
characterize the “muscle field” of each spinal 
neurons by means of spike-triggered averaging 
of EMG signals. We believe the result described 
above meets these objective in term of four 
points. 
1. More than 80% of spinal neurons recorded 
showed a task-dependent activity during 
precision grip. This is a first study that 
successfully recorded an activity of spinal neuron 
in monkeys performing grasping movements. 
We found it possible to make a stable recording 
of spinal interneurons in monkeys behaving 
relatively unrestricted movement (c.f. [5,6]). The 
finding that a majority of neurons showed a 
task-related firing activity may suggest that 
spinal neurons may be involved in a various 
aspect of grasping control system, not only 
modulating an activity of single muscle/ joints.  
2. Muscle field of spinal interneurons were 
restricted within an intrinsic hand muscle or 
extrinsic hand muscles. This results may suggest 
that spinal cord may be involved in the 
organization of synergistic movement between 
the muscles that is essential for generating 
grasping force. As a next step, it is essential to 
examine the functional significance of spinal 
muscle field by examining the correlations 
between  firing characteristics and their muscle 
field of the last-order spinal interneurons.  
3. Spinal last-order interneurons showed a 
muscle field with 2 to 3 finger muscles. It seems 
that the spinal muscle field is wider in the 
grasping movement than that in the wrist 
movement [5]. This may suggest that spinal 
neuron has a greater contribution for creating 
muscle synergy of hand muscle than that of wrist 
muscles. To confirm this hypothesis, it is 
important to compare the size of muscle field of 
spinal interneurons in single monkeys 
performing both wrist and finger movements.  
4. Majority of last-order INs showed post-spike 
facilitation. One may suggest that the muscle 
synergy created by spinal neurons mainly 
induced  by spinal excitatory last-order 
interneurons. However, relative strength or 
number between excitatory and inhibitory 
interneurons  is difficult to estimate by STA 
method applied in this study. Rather, it is also 
likely that the inhibitory last-order interneuons 
may optimize the synergistic pattern generated 
by excitatory last-order interneurons 
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corresponding to different requirement of 
different movement epochs. 
 

V. FUTURE DIRECTION 
In this study, we found that spinal cord may have 
a significant contribution for the generation of 
synergistic muscle activities of hand muscle in 
monkeys performing grasping movement. On 
the other hand, it is well known that the premotor 
interneuron in the primary motor cortex in 
primates also has a muscle field in hand muscle 
[7-9]. It would be of great interest to compare the 
size of muscle field between  motor cortex and 
spinal cord. This comparison may give us a clue 
to understand the functional significance of 
spinally generated muscle synergy. One 
hypothesis is illustrated in Figure 4. Two 
contrasting strategy for generating muscle 
synergy are described in top and bottom. In the  
first strategy (top) , individual premotor neuron 
has no muscle field, so a number of premotor 
neuron needed to involve for generating 
synergistic movement. On the other hand, in the 
second strategy (bottom) each premotor neuron 
has a muscle field that is functionally relevant for 
voluntary movement, so the hand synergy can be 
constructed by a fewer premotor neurons. One 
possibility is that the second strategy involves 
spinal last-order interneuons, and the first 
strategy could be used by cerebral cortex for 
enabling precision control of finger force, not for 
generating hand synergy. Ongoing experiment in 
our laboratory may confirm the validity of this 

hypothesis. 
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I. INTRODUCTION 

 

Abstract—Dystonia is a neurological disorder characterized 
by sustained or repetitive involuntary muscle contractions and 
abnormal postures.  To understand the pathophysiology of 
dystonia, neurophysiological analyses were performed on 
hyperkinetic transgenic mice generated as a model of DYT1 
dystonia.  Abnormal muscle activity, such as co-activation of 
agonist and antagonist muscles and sustained muscle activation, 
was frequently observed in these mice.  Recording of neuronal 
activity in awake state revealed reduced spontaneous activity 
with bursts and pauses in both the external and internal 
segments of the globus pallidus.  Motor cortical stimulation 
evoked responses composed of excitation and subsequent 
long-lasting inhibition in both pallidal segments, which were 
never observed in the normal mice.  In addition, the somatotopic 
arrangements in both pallidal segments were disorganized.  
Long-lasting inhibition induced by cortical inputs in the internal 
pallidal segment may disinhibit thalamic and cortical activity, 
resulting in the motor hyperactivity observed in dystonia.  By 
way of temporal and spatial inputs thorough the cortico-basal 
ganglia loop, only the selected motor program is executed at the 
selected time, and other competing motor programs are 
cancelled in normal states.   

YSTONIA is a neurological disorder characterized by 
sustained or repetitive involuntary muscle contractions 
and abnormal postures.  The pathophysiology of 

dystonia is poorly understood, and no consistent 
histopathological or biochemical changes have yet been 
detected.  On the other hand, the internal (GPi) and external 
(GPe) segments of the globus pallidus have been discovered 
to exhibit decreased and bursting activity during stereotaxic 
surgery for deep brain stimulation.   

 Early-onset torsion dystonia, the most common type of 
primary generalized dystonia, is inherited in an autosomal 
dominant manner with a penetrance of 30-40%.  This dystonia 
is caused by a three-base pair (GAG) deletion in the DYT1 
gene on chromosome 9q34, resulting in loss of a glutamic acid 
residue (∆E) in the torsinA protein.  Recently, Shashidharan et 
al. (2005) generated a transgenic mouse model by 
overexpression of human ∆E-torsinA.  These transgenic mice 
developed hyperkinesia and rapid bidirectional circling.  They 
also exhibited abnormal involuntary movements with 
dystonic-appearing self-clasping of limbs and head-shaking.   

Atsushi Nambu is with Division of System Neurophysiology, National 
Institute for Physiological Sciences and Department of Physiological 
Sciences, Graduate University for Advanced Studies, Myodaiji, Okazaki 
444-8585, Japan Phone: +81-564-55-7771; fax, +81-564-52-7913; e-mail: 
nambu@nips.ac.jp).   

 

Neuronal activity in the basal ganglia of this model were 
examined by electrophysiological methods in the present 
study.  The functions of the basal ganglia will be discussed 
based on these electrophysiological findings.   

II. METHODS 
Transgenic mice overexpressing human ∆E-torsin 

(Shashidharan et al., 2005) were used in the present study.  
Neuronal activity was recorded in the awake state to exclude 
effects of general anesthesia on neuronal firing rates and 
patterns.  The experimental protocols were approved by the 
Animal Care and Use Committees of the Mount Sinai School 
of Medicine and the Okazaki Organization of National 
Institutes, and all experiments were conducted according to 
the guidelines of the National Institutes of Health Guide for 
Care and Use of Laboratory Animals.  Prior to experiments, 
the mice were trained daily to acquaint them with handling by 
humans.   

Each mouse was anesthetized.  The skull was widely 
exposed and completely covered with transparent acrylic resin, 
and then a small U-frame made of acetal resin for head 
fixation was mounted and fixed on the head of the mouse.  
Two pairs of bipolar stimulating electrodes were inserted into 
the motor cortex, one into the caudal forelimb region and the 
other into the orofacial region.  

After full recovery from the surgery, the mouse was 
positioned in a stereotaxic apparatus with its head restrained 
painlessly using the U-frame head holder in the awake state 
(Fig. 1 left).  For single unit recording of GPi and GPe neurons 
(classically termed the entopeduncular nucleus and globus 
pallidus in rodents, respectively), a glass-coated Elgiloy-alloy 
microelectrode was inserted perpendicularly into the brain 
through the dura mater using a hydraulic microdrive (Fig. 1 
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Fig 1  Experimental setup 
GPe, external segment of the globus pallidus; GPi, internal segment of 
the globus pallidus; SNr, substantia nigra pars reticulata.   
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right).  As GPi and GPe neurons showed similar changes, 
activity of GPi neurons was mainly described.  Bipolar wire 
electrodes were also implanted in the triceps and biceps 
brachii muscles to record the electromyogram (EMG).   

III. EMG ACTIVITY 
The activities of the triceps and biceps brachii muscles, 

the extensor and flexor muscles of the forelimb, were 
simultaneously recorded in normal and transgenic mice (Fig. 
2).  Patterns of EMG activity during voluntary forelimb 
movements in the transgenic mice did not appear to differ 
from those in the normal mice during most of the time of 
recording (Fig. 2A, B).  In all transgenic mice, however, the 
triceps and biceps muscles were sometimes co-activated 
during forelimb movements (Fig. 2C).  Sharp EMG activities 
in the triceps and biceps muscles in these mice were 
synchronized with each other (Fig. 2C); such synchronization 
was never observed in the normal mice.  Moreover, sustained 
muscle activity that lasted more than 10 s was frequently 
observed when the transgenic mice stopped movement (Fig. 
2D).  The sustained muscle activity was sometimes 
accompanied by co-activation of the triceps and biceps 
muscles (Fig. 2D). Co-activation of agonist and antagonist 
muscles is common to various types of dystonia.  Sustained 
muscle activity is another important sign of dystonia.  These 
observations suggest that the transgenic mice we examined 
exhibit EMG activity similar to that observed in human 
patients with dystonia.   

IV. SPONTANEOUS NEURONAL ACTIVITY 
The spontaneous activity of GPi and GPe neurons in normal 
and transgenic mice was recorded.  GPi and GPe neurons in 
the normal mice fired continuously at high discharge rate 
above 50 Hz, as shown in traces of digitized spikes (Fig. 3A, 
C).  On the other hand, GPi and GPe neurons in the transgenic 
mice fired at low frequency (Fig. 3B, C). Discharge patterns 
also differed in the transgenic mice.  Bursts (indicated by thick 
black lines in Fig. 3B) and pauses (indicated by thick white 
lines) were frequently observed in GPi and GPe neurons of the 
transgenic mice.  

Decreased discharge rates and irregularly grouped 
discharges with intermittent pauses in GPi and GPe neurons 
have also been observed in patients with generalized dystonia.  
These findings suggest that the transgenic mice may share 
neurological abnormalities with dystonia patients.   

 

V. RESPONSES TO CORTICAL STIMULATION 
Stimulation of the forelimb and/or orofacial region of the 

motor cortex typically induces triphasic responses composed 
of early excitation, inhibition, and late excitation in GPi and 
GPe neurons of normal monkeys and rodents (Fig. 4A).  The 
origin of each component has been identified, with amplitudes 
and durations reflecting activity of the corresponding basal 
ganglia pathways and nuclei.   

In contrast, cortical stimulation induced different 
responses patterns in the transgenic mice.  The most common 
response pattern of GPi and GPe neurons in the transgenic 
mice was short-latency monophasic or biphasic excitation 
followed by long-lasting inhibition (Fig. 4B), a pattern never 
observed in the normal mice.   

Neurons could be classified into four groups, those with 
forelimb inputs, those with orofacial inputs, those with 
convergent inputs from both forelimb and orofacial regions, 
and those with no responses, based on the responses evoked 

 
 
 
Fig. 2.  Electromyographic (EMG) activity of triceps and biceps 
brachii muscles.  A, EMG activity in a normal mouse during voluntary 
forelimb movements.  B-D, EMG activity in a transgenic mouse.   
 

 
 
Fig. 3.  Spontaneous activity of neurons in the internal segments of the 
globus pallidus (GPi). A, B Spikes are shown as digital signals in the 
normal (A) and transgenic mice (B).  Bursts and pauses in the digital 
signals are indicated by horizontal black thick lines and horizontal 
white thick lines, respectively.  C Box plots of firing rates in the normal 
(left) and transgenic mice (right).   
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by cortical stimulation.  In the normal mice, small number of 
GPi and GPe neurons responded to stimulation of both 
forelimb and orofacial regions (Fig. 5A).  In the transgenic 
mice, the number of neurons with convergent inputs from two 
regions was significantly increased.   

The locations of recorded GPi neurons are plotted using 

symbols based on cortical inputs in Fig. 5B.  In the GPi of the 
normal mice, the neurons with forelimb inputs were 
distributed over a wide area of the GPi, though not in the most 
medial portion of it (Fig. 5B top).  A few neurons with 

orofacial inputs and with convergent inputs were found in the 
lateral portion of the GPi.  In the transgenic mice, this 
segregation was not observed (Fig. 5B bottom).  The number 
of GPi neurons with orofacial inputs and those with 
convergent inputs increased, and they intruded into the central 
portion of the GPi, although the most medial portion remained 
unresponsive.   

 

VI. DISCUSSION 
The present study characterized the electrophysiological 

properties of transgenic mice developed to express human 
∆E-torsinA.  These mice exhibited: 1) co-activation of agonist 
and antagonist muscles and sustained muscle activation, 2) 
decreased GPi and GPe activity with bursts and pauses, 3) 
cortically-evoked long inhibition in the GPi and GPe, and 4) 
somatotopic disorganization in the GPi and GPe.  These 
neuronal abnormalities may be responsible for the behavioral 
abnormalities exhibited by these mice.  

The mechanisms responsible for decreased firing rates 
may include: 1) alteration of membrane properties of GPi and 
GPe neurons, 2) increased inhibitory inputs to the GPi and 
GPe, such as GABAergic inputs from the striatum, and/or 3) 
decreased excitatory inputs to the GPi and GPe, such as 
glutamatergic inputs from the subthalamic nucleus (STN).   

To investigate the mechanism of abnormal firing of GPi 
and GPe neurons in the transgenic mice further, responses 
evoked by cortical stimulation were observed.  In the normal 
mice, cortical stimulation typically induced triphasic 
responses composed of early excitation, inhibition, and late 
excitation in GPi and GPeneurons.  The origin of each 
component has been intensively studied.  Early excitation is 
mediated by the cortico-STN-GPi hyperdirect pathway, while 
inhibition and late excitation are mediated by the 
cortico-striato-GPi direct and cortico-striato-GPe-STN-GPi 
indirect pathways, respectively.  On the other hand, in the 
transgenic mice, cortical stimulation induced early excitation 
followed by late long-lasting inhibition in GPi neurons.  These 
abnormal patterns of response may be generated through the 
cortico-basal ganglia pathways.  The early excitation may, at 
least its early phase, be mediated by the cortico-STN-GPi 
pathway, as in the normal mice, since the latency of the early 
excitation in the transgenic mice was short and similar to that 
in the normal mice.  These observations also suggest that the 
activity of STN neurons is unchanged in the transgenic mice.  
The origin of the late long-lasting inhibition may be 1) 
increased inhibitory input via the striato-GPi pathway, or 2) 
decreased excitatory input via the STN-GPi pathway.  The 
latter explanation seems less likely to be correct, since activity 
along the cortico-STN-GPi pathway appeared to be 
unchanged, as discussed above.  The above observations also 
suggest that spontaneous excitation in the cortex is transmitted 
to the GPi through the cortico-basal ganglia pathways, and 
induces short-latency excitation and long-lasting inhibition, 
which might be the origins of bursts and pauses, respectively.   

Motor territories in the GPi of monkeys are 
somatotopically organized, as indicated by their 

 
 
Fig. 4.  Responses of GPi neurons to cortical stimulation.  A, Raster 
and peristimulus time histogram (PSTH) for the normal mice.  Cortical 
stimuli were delivered at time 0 (arrows).  B, Raster and PSTH for the 
transgenic mice.  Abnormal responses with long-lasting inhibition 
were observed.   
 

 
 
Fig. 5.  Somatotopic organization in the GPi.  A, Proportions of 
neurons classified based on cortical inputs in the normal (top) and 
transgenic (bottom) mice.  B, Distribution of recorded GPi neurons 
indicated by symbols based on cortical inputs.  Data from normal (top) 
and transgenic (bottom) mice are shown in frontal sections.  Figures in 
the left upper corner represent distance from bregma.  Rt, reticular 
thalamic nucleus; Ot, optic tract.   
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somatosensory inputs, activity during voluntary movements, 
and cortically-evoked responses.  The present study 
confirmed the somatotopic organization in the normal mice.  
In the transgenic mice, on the other hand, somatotopic 
disorganization was observed, and many GPi neurons 
received convergent inputs from both forelimb and orofacial 
regions.  Widened somatosensory receptive fields in pallidal 
neurons have been reported in patients with generalized and 
focal  dystonia.  Information-crossing may have occurred 
through the cortico-basal ganglia pathways.  One explanation 
for this is that single GPi neurons receive inputs from more 
striatal neurons in the transgenic mice than in the normal mice 
(Fig. 6).  This explanation agrees well with the assumption of 
increased inhibitory input via the striato-GPi pathway.   

The GPi, an output nucleus of the basal ganglia, is 
composed of GABAergic inhibitory neurons and fires at high 
frequency in normal states.  Its target structures, such as the 
thalamus and frontal cortex, are thus continuously inhibited.  
Striatal inputs reduce GPi activity in temporal fashion, excite 
thalamic and cortical neurons via disinhibition, and finally 
release appropriate movements with appropriate timing (Fig. 
6A).  On the other hand, in the transgenic mice, cortical 
excitation induced long-lasting inhibition in the GPi, 
suggesting that even tiny amounts of neuronal activity 
originating in the cortex are transmitted through the 
cortico-basal ganglia pathways and finally induce strong and 
long-lasting inhibition in the GPi (Fig. 6B).  Moreover, 
somatotopic disorganization was noted in the GPi and cortical 
activation induced inhibition over a wide area of this region.  
Wide areas of the thalamus and cortex are thus activated in 
uncontrollable fashion, resulting in the motor hyperactivity 
and involuntary muscle contractions observed in the 
transgenic mice.  A similar mechanism may underlie the 
symptoms of human dystonia.  This may also explain the 
motor overflow in dystonia, which results in unintentional 
muscle contraction during voluntary movements.  Activation 
of the forelimb region in motor cortex, for example, may 
inhibit large areas of the GPi and finally induce involuntary 
movements of multiple body parts.   

Finally functions of the basal ganglia in normal states can 
be considered as follows; by way of temporal and spatial 
inputs to the target structure through the hyperdirect, direct 
and indirect pathways, only the selected motor program is 
executed at the selected time, and other competing motor 
programs are cancelled.   
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Fig. 6.  Schematic diagrams showing information processing through 
the basal ganglia in normal condition (A) and dystonia (B).  In 
dystonia, cortical activation induces strong inhibition over wide areas 
of the GPi, as well as strong excitation in the thalamus and cortex as a 
result of disinhibition, resulting in the motor hyperactivity and 
involuntary muscle contractions.  STN, subthalamic nucleus. 
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Abstract—In this paper, we propose a new method to make a 
quantitative evaluation for movement disorders. Based on the 
EMG signals, we analyzed the movement disorders for 
cerebellar patients at the motor command level. As an 
experimental task, we asked subjects to perform step-tracking 
wrist movements with a manipulandum, and simultaneously 
recorded wrist joint movements and muscle activities of four 
wrist prime movers with surface electrodes. In order to 
quantitatively evaluate the correspondence between the 
movement kinematics and the activities of the four muscles, we 
approximated the relationship between the wrist joint torque 
calculated from the kinematics and the four EMG signals using a 
dynamics model of wrist joint. Our surprising observation was 
that there was very high correlation between the wrist joint 
torque and the EMG signals. In fact, we identified causal 
abnormality of muscle activities for movement disorders of 
cerebellar patients, confirming effectiveness of our proposed 
method for analysis of movement disorders at the level of the 
motor command. 
 

 

I. INTRODUCTION 
ECENTLY, some researchers tried to make quantitative 
evaluation of the motor function for the arm movement 

[1]-[2]. They captured some features of movement disorders 
in patients with neurological diseases such as Parkinson’s 
disease or cerebellar atrophy. However, their analysis was 
limited to the movement kinematics (i.e. the description of 
movement trajectories). The problem here is that the 
movement kinematics cannot specify its causal muscle 
activities or motor commands, due to the redundancy of the 
musculo-skeletal system. Thus, in order to understand central 
mechanisms for generation of the movement disorders, it is 
essential to capture anomaly of the motor command directly, 
rather than to observe the resultant movement indirectly 
[3],[4]. Hence, in our previous study, we developed a system 
for quantitative evaluation of the motor function using wrist 
movements [5]. We found that there were enough information 
in the activities of the four muscles to estimate the position, 
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speed and acceleration (i.e. kinematics) of the wrist joint. 
However, there remained two problems with the system: 1) 
relatively poor estimation of extreme movement, such as jerky 
movements of the cerebellar patients; 2) ignorance of 
nonlinear properties of the wrist joint. 

Therefore, in this study, we propose a new technique to 
analyze movement disorders based on Electromyography 
(EMG) signals. In order to verify our proposed method, we 
analyzed specifically the jerky movement of cerebellar 
patients. 

II. EXPERIMENTAL METHOD 

A. Subject and Experimental Setup  
Eight patients clinically diagnosed as cerebellar disorders 

(average age was 59.5, seven patients were diagnosed as 
spinocerebellar degeneration and one patient as multiple 
sclerosis) and eight normal controls who had no history of 
neurological disorders (average age was 50.9) participated as 
the subjects. All participants gave an informed written consent, 
and the local ethical committees approved this study. 

Fig.1 shows the outline of the experimental setup. Subjects 
sat on a chair and grasped a manipulandum with his/her right 
hand. The forearm was comfortably supported with an armrest. 
As an experimental task, we asked subjects to perform 
step-tracking wrist movements for 8 directions [6]. The 
subjects were required to move the computer cursor 
immediately to the target as rapidly and accurately as possible. 
During the task, four channels of EMG signals and two degree 
of freedom wrist movements were simultaneously sampled 
and recorded at 2 kHz. The EMG signals were recorded with 
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Fig. 1.  Outline of the experimental setup. 
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Ag-AgCl surface electrodes and then amplified differentially. 
The EMG signals were recorded from four wrist prime 
movers: extensor carpi radialis (ECR), extensor carpi ulnaris 
(ECU), flexor carpi ulnaris (FCU) and flexor carpi radialis 
(FCR). Fig. 2 shows the approximate positions of the 
recording electrodes. The position of each electrode was 
adjusted for each subject to maximize EMG signals for a 
specific movement of each muscle. In a few healthy control 
volunteers, we confirmed effectiveness of the adjustment with 
high correlation between the surface EMG signals and the 
corresponding EMG signals recorded with needle electrodes 
from the same muscles identified with evoked-twitches. 

B. Normalization of EMG Signals 
It is well known that EMG signals are closely correlated 

with activities of α motor neurons, which represent the final 
motor commands from the CNS. These motor commands 
generate muscle contraction, which results in muscle tension. 
It is established that a second order, low-pass filter is 
sufficient for estimating muscle tension from the raw EMG 
signal [7]. In this study, the measured EMG signals were first 
digitally rectified. Then, the muscle tension was obtained by 
filtering the rectified EMG signals with a Butterworth 
low-pass filter of a second order with cut-off frequency of 4Hz. 
Though the filtered EMG signal is proportional to muscle 
tension, the proportional constant varies due to variability of 
skin resistance or electrode position on the muscle. Therefore, 
for a quantitative analysis, we normalized EMG signals based 
on the muscular activity while the subject was generating wrist 
joint torque during isometric contraction for the preferred 
direction (PD) of each muscle [6]. Namely, for each muscle, 
we set the filtered EMG signals for 0.8 Nm of isometric wrist 
joint torque as 1. The normalized EMG signals were used as 
the motor commands in estimation of the relationship between 
the wrist kinematics and the four EMG signals. 

C. Dynamics Model of Wrist Joint 
The equations of the wrist joint torque calculated from the 

wrist joint kinematics (angle, angular velocity, angular 
acceleration) can be decomposed into the X-axis component 

and Y-axis component as follows. 
 

)()()()( tftkttI xxxx =++ θθηθ                     (1) 

)()(cos)()()( tftmgctkttI yyyyy =+++ θθθηθ      (2) 

 
Where, )(txθ and )(tyθ  represent X-axis component and 

Y-axis component of the wrist joint angle. )(txθ , )(tyθ , 

)(txθ , and )(tyθ  indicate X-axis component and Y-axis 

component for angular velocity and angular acceleration of 
the wrist joint respectively. I is an inertial parameter and we 
calculated this parameter for each subject by measuring 
volume of the hand. η and k represent viscous coefficient and 
elastic coefficient. We set these coefficients as 0.03Nms/rad 
and 0.2Nm/rad for the step-tracking movement, based on the 
previous studies [6],[8]. m and c are the mass and center of 
mass for the hand, and we calculated these parameters for each 
subject by measuring volume of the hand. g is acceleration of 
gravity (g=9.8m/s2). fx(t) and fy

)()()()()( 44332211 tgteateateatea xxxxx =−−+

(t) denote X-axis component 
and Y-axis component of the wrist joint torque calculated 
from the wrist joint kinematics (in short, wrist joint torque). 

We assumed that the wrist joint torque were proportional to 
the linear sum of the four normalized EMG signals. That is, 
considering the pulling direction of each muscle shown in [6], 
the relationship between the wrist joint torque and the four 
normalized EMG signals are formalized as follows:  
 

      (3) 

)()()()()( 44332211 tgteateateatea yyyyy =+−−       (4) 

 
Where, e1(t), e2(t), e3(t), and e4(t) represent the normalized 
EMG signals of the ECR, ECU, FCU, and FCR muscles, 
respectively. gx(t) and gy(t) represent X-axis component and 
Y-axis component of the wrist joint torque estimated from the 
four EMG signals, respectively. a1x-a4x  (>0) and a1y-a4y

By optimizing match between the wrist joint torque and the 

 (>0) 
denote the parameters that convert the normalized EMG 
activities into the wrist joint torque.  It should be noted that the 
sign of each parameter works as a constraint to limit the 
pulling direction of each muscle. 

 
Fig. 2.  Muscles related to the wrist joint and the approximate positions 
of the recording electrode. The four wrist prime movers whose 
activities were recorded: extensor carpi radialis (ECR), extensor carpi 
ulnaris (ECU), flexor carpi ulnaris (FCU) and flexor carpi radialis 
(FCR).  We did not distinguish extensor carpi radialis longus (ECRL) 
and extensor carpi radialis brevis (ECRB), because they have quite 
similar actions on the wrist and their activities are indistinguishable 

ith f  l t d   

 
Fig. 3. Trajectories of step-tracking wrist movements. (a) example of a 
normal control, (b) example of a cerebellar patient. 

86



linear sum of four EMG signals with the two equations (3) and 
(4) using the least squares method, we obtained these 
parameters for the musculo-skeletal system of the wrist joint. 
As a result, these parameters allowed us to estimate the wrist 
joint torque from the four normalized EMG signals. 

III. RESULTS 

A.  Analysis of the Kinematics for the Movement Disorder 
Fig. 3 shows examples of step-tracking wrist movements.  

As shown in Fig. 3(a), the trajectories of a normal control were 
almost straight lines from the center to the targets.  But, in the 
case of a cerebellar patient (Fig. 3(b)), irregularity of the 
trajectories was so intense that the wrist frequently moved 
away from the targets from the beginning. First, we made 
quantitative analysis of the wrist movements of the cerebellar 
patients, in terms of accuracy and directional deviation, 
velocity components of wrist movements, and compared with 
the normal controls (Fig. 4). 

1)  Accuracy: Accuracy of wrist movements was calculated 
as mean distance of the observed trajectory from the ideal 
straight trajectory from the center to the target. As shown in 
Fig. 4(a), the mean value of the accuracy for the cerebellar 
patients (1.8˚) were significantly different from that for the 
normal controls (0.75˚)(p<0.005). 

2) Mean Velocity: The mean velocity of the wrist 
movement for the cerebellar patients (36.2˚/s) was 
significantly lower than that of the normal controls (23.5˚/s) 
(p<0.005) (Fig. 4(b)). 

B. Analysis of Causal Motor Commands for the Movement 
Disorder 
Fig. 5 shows an example of the relationship between the 

wrist joint torque calculated from the wrist joint kinematics 
(blue line) and the linear sum of the four EMG signals (red 
line) for a normal control (a) and a cerebellar patient (b). As 
clearly seen in Fig. 5 and Table 1, there were very high 
correlations between the wrist joint torque and the four 
normalized EMG signals for both the cerebellar patients and 
the normal controls (R for normal controls = 0.81±0.08 
(X-axis), 0.84±0.05 (Y-axis); R for cerebellar patients = 
0.81±0.09 (X-axis), 0.81±0.05 (Y-axis)). The result strongly 
suggested that it is possible to identify causal anomaly of the 

muscle activities for each abnormal movement. Therefore, it 
should be possible to analyze the jerky movement of the 
cerebellar patients at the level of the motor command.  

In fact, Fig. 6 demonstrates a typical example of one-to-one 
correlation between the muscle activities and the concomitant 
movement for the downward movement in Fig. 5(b). This 
figure summarizes relationship between the muscle activities 
(i.e.motor commands) and the jerky wrist movement of a 
cerebellar patient for every 100msec. For instance, the initial 

movement (0msec) was away from the down target (i.e. 

upward) due to the excess activities of ECR that pulls the wrist 
upward. Then the wrist was redirected toward the down target 
due to the desirable predominance of the activities of FCU 
(100-300msec). However, 400msec after the movement onset, 
inadvertent activities of FCR pulled the wrist leftward, again, 
away from the target. In this way, it is possible with our new 
method to determine the anomalous motor command for the 
movement disorder of the cerebellar patients. 

TABLE I 
CORRELATION BETWEEN WRIST JOINT TORQUE AND MUSCLE 

ACTIVITIES 

 Correlation R of 
normal control 

Correlation R of 
cerebellar patient 

Torque X 0.81±0.08 0.81±0.09 

Torque Y 0.84±0.05 0.81±0.05 
 

 

 
Fig. 4.  Analysis of the kinematics in the cerebellar patients and the 
normal control. (a) accuracy of wrist movement, (b) mean velocity. 

 
Fig. 5.  Relationship between the wrist joint torque calculated from the 
wrist movement (blue line) and the linear sum of four EMG signals 
(red line) for a normal control (a) and a cerebellar patient (b). Figures of 
top trace indicate the direction of wrist movement. 
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IV. DISCUSSION 
In this study, we made a quantitative evaluation for the wrist 

movements. Especially, we proposed a new method to make a 
quantitative evaluation for movement disorders based on the 
EMG signals. In the following discussion, we will focus on 
two points: 1) Why it is essential to analyze muscle activities 
for evaluation of movement disorders; 2) How effective our 
proposed method is. 

Some researchers tried to make quantitative evaluation of 
the motor function for the arm movement [1],[2]. However, 
their analysis was limited to the movement kinematics. 
Unfortunately, the movement kinematics cannot specify its 
causal muscle activities due to the redundancy of the 
musculo-skeletal system. Thus, in order to make more 
fundamental evaluation of the movement disorders, it is 
necessary to identify the causal muscle activities directly, 
rather than to observe the resultant movement indirectly 
[3],[4]. Therefore, it is necessary to examine muscle activities 
to make more fundamental evaluation of movement disorders.  

In this paper, we analyzed the movement disorders for 
cerebellar patients based on the EMG signals. The cerebellar 
patients have various movement disorders, including: 1) slow 
to start and slow movement, 2) inaccuracy in achieving a 
target (dysmetria), 3) intention tremor, and 4) extreme 
movement such as jerky movement, and so on [1],[2]. In this 
paper, we verified our proposed method by analyzing these 
movement disorders for the cerebellar patients based on EMG 
signals. Above all, we resolved two problems found in our 
previous study: 1) relatively poor estimation of extreme 
movement, such as jerky movements of the cerebellar 
patients; 2) ignorance of nonlinear properties of the wrist 
joint.  

The reason of the first problem was mainly due to the 
property of the filter used in estimating muscle tension from 
EMG signals. The filter was originally designed to be optimal 
to transform muscle activities to joint torques for the elbow 

and shoulder joints. Thus, it had limited performance for the 
wrist joint that has different dynamics suitable for finer 
movements. Hence, in order to make better estimation of the 
wrist joint torque, we used a new filter optimal for the wrist 
joint (the Butterworth low-pass filter of a second order with 
cut-off frequency of 4Hz). As a result of the verification at the 
torque level of wrist joint (Fig. 5 and Table 1), we found that 
the new filter was optimal for the wrist joint. For the second 
problem, as shown in the equations (3) and  (4), we calculated 
the parameters of the musculo-skeletal system, considering 
the nonlinear properties of the wrist joint [8]. Finally, we 
confirmed the effectiveness of our proposed methods, 
identifying the causal abnormality of muscle activities for 
movement disorders of the cerebellar patients with high 
accuracy (Fig. 6). 
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Fig. 5.  Causal relationship between the muscle activities (i.e.motor commands) and the jerky wrist movement of a cerebellar patient. Top panels show 
directions of the wrist movement for every 100msec. 0msec indicates the movement onset. Bottom panels show activities of the four muscles for the 
corresponding time window. Muscle activities are represented as vectors. 
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I. INTRODUCTION 

 

SUMMARY：(1) For the better understanding of brain 
activity during motor tasks, we developed a system 
allowing for simultaneous recording of transcranial 
magnetic stimulation (TMS), electromyography and 
functional magnetic resonance imaging (fMRI).  With this 
system, stimulus-response relationship was examined 
between brain activity and intensity of single-pulse TMS 
to the hand representation of the primary motor cortex 
(M1). TMS pulses induced a non-linear pattern of 
stimulus-response relationship in not only the directly 
stimulated M1 but also remote motor areas such as the 
supplementary motor areas. (2) A preliminary 
investigation was conducted to test whether transcranial 
direct current stimulation (tDCS) could enhance motor 
functions of the legs.  A promising result was obtained. 
The usefulness of tDCS for neurorehabilitation of gait 
disturbance will be tested in the near future. 

ipedal gait is a rather unstable locomotion system.  Falling 
tendency is increased dramatically in association with 

aging or disease processes.  Falling could cause femoral neck 
fracture, leading to an increased bed-ridden rate in the elderly.  
Even in this modern era, a measure to prevent senior citizens 
or patients from falling still heavily depends on labor of 
caretakers.  In preparation for the aging of society in Japan 
where shortage of caretakers is foreseen, we must develop 
proactive and effective measures for preventing people from 
falling.  Disappointingly, however, we only have insufficient 
understanding of mechanisms of gait and balance disturbance 
in the elderly.  Lack of basic knowledge would hinder the 
development of effective anti-falling measures.  The present 
study aims at: (1) measuring brain activity as well as 
conventional gait parameters relevant to neural control of gait, 
(2) understanding of gait and balance problems in the elderly, 
(3) modeling of neural control of gait by using computational 
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approach, and (4) developing a new method such as brain 
stimulation or brain machine/computer interface (BMI/BCI) 
for restoring disturbed gait functions.  

A precursory series of studies included the following 
researches in 2006-2007.  First, we performed a neuroimaging 
study that demonstrated the roles of non-primary motor areas 
such as the premotor cortex (PMC) in observation and 
imagining of gait movement [1].   Second, a combined gait 
analysis and blood flow study examined pathophysiology 
underlying gait disturbance in age-related white matter 
changes.  As compared with patients without gait disturbance, 
gait-disturbed patients revealed decreased gait-induced 
activity in the supplementary motor areas (SMA) and 
thalamus along with compensatory activity in the right PMC 
(in submission).  Third, we developed a simultaneous 
recoding system of functional magnetic resonance imaging 
(fMRI), surface electromyography (sEMG), and transcranial 
magnetic stimulation (TMS) so that we can try to discriminate 
neural activity for voluntary movement, generation of 
movement, and analysis of sensory afferents resulting from 
movement.  

In this Annual Report 2008, we describe a study using the 
simultaneous TMS-sEMG-fMRI system and also a 
preliminary study aiming at enhancing motor performance of 
the legs by means of transcranial direct current stimulation 
(tDCS).  

II. STIMULUS-RESPONSE PROFILE DURING SINGLE-PULSE 
TMS TO THE PRIMARY MOTOR CORTEX 

A. Background 
When brain activity is measured during motor tasks by 

neuroimaging technique, brain activity reflects voluntary 
aspects of motor control, generation of movement, and 
analysis of sensory afferents from muscles and joints.  To use 
information from brain activity in the computational approach, 
these components must be dissected.  Here, a step toward this 
direction was taken by investigating brain activity during 
single-pulse TMS to the M1 with a wide range of intensity that 
induced or did not induce movement [2].  

B. Method 
１） Subjects

A study on adaptive mechanisms of human gait by means of 
multidimensional neuroimaging and computational approaches: 

Annual Report 2008 

:  Nineteen healthy volunteers (mean age, 31 
years) without any history of neuro-psychiatric disorders, 
especially epilepsy, participated in the study after giving 
written informed consent.   
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２） Simultaneous TMS-sEMG-fMRI

３） 

: An MRI compatible 
figure-of-eight TMS coil with an outer wing of 70 mm 
(Magstim) was attached to a Magstim Rapid stimulator 
situated outside of the MRI scanner room.  Prior to the 
scanning, sEMG was monitored from the right abductor 
pollicis brevis with Ag-AgCl electrodes and a 
commercial amplifier (SynAmp, Neuroscan) at a 
sampling rate of 1 kHz, and motor evoked potentials 
(MEPs) were checked during application of TMS pulses 
to the left M1.  We first identified a scalp site where 
MEPs were maximized and then fixed the coil to the 
scanner bed by using a custom-made device.  A resting 
motor threshold (rMT) was determined under MEP 
monitoring in the MRI room.  A 3-T MRI (Siemens Trio) 
equipped with a standard transmitter-receiver coil was 
utilized for acquisition of fMRI data.  T2*-weighted, 
gradient-echo, echo planar imaging was modified so that 
scanning noises on sEMG during MRI acquisition were 
reduced (stepping stone sampling) [3].  Trans-axial MRI 
slices were acquired to cover the whole brain with the 
following parameters (TR/TE = 2700/30 ms, acquisition 
delay = 200 ms, flip angle = 90 degrees, 3×3×3.75-mm 
voxel size, 30 slices). During a single fMRI run lasted for 
3 min 9 sec, 20 single TMS pulses were delivered with 
the same intensity at a frequency of 0.07-0.125 Hz.  
Stimulus intensity was varied across fMRI runs between 
30% and 95% of machine output (30-110% of original 
machine output in 7 subjects for whom a special booster 
was available) at 5 or 10% steps.  Each subject 
underwent 16-21 fMRI runs 
Data analysis

generated by using the contrast between the maximum 
stimulation and the minimal stimulation conditions.   
These images were fed into a second-stage, 
population-level analysis, which produced a statistical 
parametric mapping of t-statistics.  The relationship 
between TMS intensity and fMRI signals was based on 
regions of interest (ROI), and both physical intensity (% 
of machine output) and physiological intensity (% of 
rMT) of the stimulus were considered.  

: sEMG data were analyzed with Scan4 
software (Neuroscan), which yielded mean MEP 
amplitude for each stimulus intensity in each subject. 
FMRI data were analyzed with SPM2 and MATLAB.  
Preprocessing included slice timing correction, 
realignment, spatial normalization to the standard 
anatomical template, and spatial smoothing with a 6-mm 
three-dimensional Gaussian filter.  The TMS trials were 
regarded as events, and were modeled with a series of 
delta functions convolved with a hemodynamic response 
function.  This model was used as an explanatory 
variable in the statistical analysis based on the general 
linear model.  A summary image in each individual was 

C. Results 
１） MEPs

２） 

: Stimulus-response relationship between MEPs 
and single pulse TMS intensity (Figure 1) was consistent 
with the one reported previously [4]. 
Distribution of brain activity

３） 

: Three subjects out of 19 
were excluded from the study due to insufficient quality 
of data.  Brain activity evoked by suprathreshold single 
pulse TMS was observed in motor-related regions 
including the left M1 (directly stimulated), primary 
somatosensory cortex, ventral part of the SMA 
extending into the caudal cingulate zone (SMAv/CCZ), 
bilateral PMC, second somatosensory cortex, thalamus, 
and cerebellum as well as in the cognitive/affective 
regions including the auditory cortex, prefrontal cortex, 
and temporal cortex (Figure 2).  
Stimulus-response profile

D. Discussion 

: Brain activity was extracted 
from representative ROI and was analyzed with regard to 
intensity of single TMS pulses.  Data from the directly 
stimulated left M1 and those from the remote 
SMAv/CCZ are shown in Figure 3.  Stimulus-response 
profile in both regions showed a non-linear component. 
The evoked brain responses were abruptly increased at 
the level of rMT in the M1 and gradually increased 
below the rMT in the SMAv/CCZ.  

 The present study for the first time identified multiple sources 
of non-linear brain responses evoked by single TMS pulses.  
Sensory components cannot explain all of the signal increases 
at the rMT level in the M1 since muscle twitches evoked by 
peripheral nerve stimulation were reported to induce only 
minimal activity in the M1. It is possible that non-linear 
recruitment of a population of neurons whose membrane 
excitability is distributed normally around the rMT resulted in 
non-linearly induced brain activity around the rMT.  As 
reported previously [5], remote motor areas such as the 
SMA/CCZ showed increases in brain activity at weaker levels 
of stimulation than did the directly stimulated M1.  This 
finding might be explained by an idea that remote area activity 
would be caused by physiological mechanisms involving 
neurotransmitter releases while neurons in the M1 would be 
partially activated by eletctromagnetic energy given 
externally.  These differences may indicate different degrees 
of energy demands and oxygen consumption across the 
regions and could explain paradoxical behaviors of M1 and 
SMA activity in response to TMS with the same intensity.  

 
Figure 1: Stimulus-response relationship between MEP and 
intensity of single TMS pulses during simultaneous 
TMS-sEMG-fMRI.  The data are from a representative subject.  
Modified from [2]. 
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III. ENHANCEMENT OF LEG MOTOR FUNCTIONS BY 
TRANSCRANIAL DIRECT CURRENT STIMULATION  

A．Background 

tDCS is a recently proposed non-invasive brain stimulation 
technique in which weak direct current (~1 mA) is delivered to 
the brain through the intact scalp and skull.   Similar to 
repetitive TMS techniques, tDCS is reported to be able to 
modulate brain excitability beneath the electrodes [6, 7].  
However, tDCS has several advantages over the repetitive 
TMS as an interventional tool for modulating brain functions.  
First, depending on the polarity of the stimulating electrode, 
tDCS can either enhance (anodal tDCS) or inhibit (cathodal 
tDCS) brain functions beneath the electrode.  Thus far, no 
significant adverse effects (such as convulsions) were 
reported in association with tDCS. Only weak tingling 
sensation can be perceived for several tens of seconds after the 
beginning of tDCS. Unpleasantness of tDCS is estimated to be 
half as much as that of repetitive TMS.  Thus, controlled 
blinded trials for studying clinical effects can be much easily 
designed with tDCS than with TMS.  Moreover, tDCS is a 
compact device allowing for easy mobility, and is less 
expensive than TMS.  Because of these features, tDCS can be 
a really useful tool for daily rehabilitation in hospitals.  

Previous studies with tDCS have shown that tDCS can 
enhance motor performance of the upper limbs.  For example, 
when tDCS was applied to the M1 at intensity of 1 mA for 20 
min, performance of standard upper limb motor tests was 
temporarily improved in both healthy volunteers and stroke 
patients [8, 9, 10]. Although these studies suggest the potential 
usefulness of tDCS for improving gait functions, no studies 
have ever addressed this issue.  However, before jumping into 
such studies, we first need to consider the possibility that the 
lower limb representations of the M1 may be less easily 
excited by tDCS than the upper limb representations of the M1.  
In the present study, we hence used tDCS to test if it could 
improve performance of simple motor tasks of the lower limbs 
in healthy subjects.  

 
 
Figure 3: Intensity-dependent changes of fMRI signals sampled 
from the left primary motor cortex (M1) and ventral supplementary 
motor area-caudal cingulate motor zone (SMAv/CCZ). TMS 
intensity is expressed as percentage of the default machine output 
(left panels). Compared with stimulation with the 30% machine 
output, only  the suprathreshold stimulation conditions revealed 
significant increases in fMRI signals in the M1, but activity in the 
SMAv/CCZ showed significant effects already at the subthreshold 
stimulation levels (†P < 0.05, ‡P<0.01, # P<0.001). These findings 
were supported by an analysis reformatting the stimulus-response 
relationship with regard to physiological intensity (% of rMT) of 
TMS (right panels; a gray dot represents each data point). Black 
lines represent results from non-linear fitting with Boltzmans 

  

 
 
Figure 2. Second-level contrast images between the maximum stimulation (95-110% machine output) and the weakest stimulation (30% machine 
output). Activity induced by suprathreshold single TMS pulses is observed in the directly stimulated left M1 as well as remote areas including the 
supplementary motor areas, cingulate motor areas, lateral premotor areas, thalamus, second somatosensory areas, auditory areas and cerebellum. 
Modified from [2]. 
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B.  Methods 
Seven healthy volunteers participated in the study after 

giving written informed consent.  They performed motor tasks 
before, during, and after (30 and 60 min) the application of 
tDCS.  tDCS was delivered for 10 min at intensity of 2 mA.  
Sponge-type electrodes (surface area = 35 cm2） were placed 
over the leg representation of the M1 in the right hemisphere 
and over the contralateral forehead.  The motor tasks included 
a pinch force task and a reaction time task.  The subjects 
performed each type of tasks with the left leg and also with the 
left hand.  

For the pinch force task with the left leg, pinch force was 
measured between the great toe and the 2nd toe of the left leg 
(SHINKIKAKU SHUPPAN, Sokushi Checker, Tokyo, 
JAPAN).  For the pinch force task with the hand, pinch force 
was measured between the thumb and the 2nd

Although this is a preliminary result from a small number of 

subjects, the present study for the first time demonstrated 
application of the anodal tDCS to the leg representation of the 
M1 temporarily enhanced pinch force of the leg.  Negative 
effects of tDCS on pinch force of the hand indicate that the 
anodal tDCS with the present stimulation parameters showed 
somatotopically specific effects.  It is suggested that pinch 
force of the toes is one of the important factors that influence 
falling tendency.  It may thus be promising to apply tDCS to 
patients with gait disturbance to see if tDCS is effective in 
preventing them from falling.  We want to address this issue 
after concluding the present study with a larger number of 
subjects.  

 finger of the left 
hand (BASELINE Hydraulic Hand Dynamometer, Irvington, 
USA).  Pinch force was measured three times, and the 
maximum force was used as a representative measure.  For the 
reaction time task with the leg, the subjects were asked to 
release a pedal under the left leg as soon as they perceived a 
GO signal (red color) on a computer screen.  For the reaction 
time task with the hand, they were required to release a button 
beneath the left hand in response to the same stimulus.  

We employed three stimulus conditions including anode 
tDCS, cathode tDCS, and sham stimulation.  In the sham 
condition, tDCS was delivered only during the first 10 sec 
after beginning of tDCS.  An interval between successive 
sessions was about a one week.  

C.  Results 
The pinch force of the leg was significantly increased 

during the anodal tDCS in comparison with the baseline force 
measured before the intervention (Figure 4).  This effect was 
only temporarily observed; the force returned to the baseline 
level 60 min after the intervention.  Neither the cathode tDCS 
nor the sham stimulation produced statistically significant 
effects.  No effect was observed for the hand pinch force, 
either.  None of the stimulation conditions modulated reaction 
times in either the leg task or the hand task.  

D. Discussion 

IV. CONCLUSION 
It is possible that at least portions of motor area activity during 
motor tasks reflect processing of sensory inputs as a result of 
movement.  To address this issue, we are now studying brain 
activity during voluntary movement and also during evoked 
movement by TMS and peripheral nerve stimulation.  
Knowledge from these studies should refine the interpretation 
of brain activity during motor tasks including gait.  As a 
preliminary study with tDCS has suggested the usefulness of 
tDCS for enhancing recovery from gait/balance disturbance, 
we will positively seek this possibility in the coming years.  
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Figure 4：Effects of tDCS on pinch force in the leg. Anodal tDCS 
significantly enhanced the pinch force during its application *p<05 
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I. INTRODUCTION 

 

 NIMALS acquired the capability to behave adaptively 
throughout their long history of evolution. In the group 

C, we consider a society, a population of individuals, as one 
of the environmental factors and try to elucidate the 
mechanisms of social adaptation in various animals. 
Especially, we focused on the mechanisms underlying 
expeditious social adaptive behavior and social structure 
formation. To promote these studies, we have employed the 
following two methodologies, “synthetic neuroethology” 
and  “brain-machine hybrid system”. In the method of 
synthetic neuroethology, a dynamical model is constructed 
based on the physiological knowledge, and in the method of 
brain-machine hybrid system, an integrated model as a 
combination of biological elements and the artificial devices 
is constructed.  Performances of these models are analyzed, 
and the adequacies of the models are tested by the 
behavioral studies using real animals. 

The basic mechanisms of social adaptation, such as the 
dominance-subordinance hierarchy based on the 
inter-individual competition, communication among 
individuals, and formation and maintenance of the society, 
have been studied using insects as materials. The higher 
functions for social adaptation, such as discrimination and 
understanding others, and the mechanisms underlying 
impairment of social adjustment have been studied using 
vertebrates including humans. We are aiming at constructing 
a multi-scale model combining our results obtained 
throughout these studies about the social adaptation 
mechanisms on various scales.    

 

II. CONTENTS AND OVERVIEWS 
Insects are very useful materials for studying the basic 

mechanisms of social adaptation. We are especially focusing 
on some specific social behaviors observed in solitary 
insects, such as crickets and silkworm moths, and the social 
insects, such as honeybees, ants and termites. An insect has 
small central nervous system consisted of only 105 neurons, 
which is less than 10-6

 

 compared with those of mammals. 
Using crickets and silkworm moths, the motivation of 
behavior, dominance-subordinance hierarchy formation 
based on the fighting behavior, and the neural mechanisms 
of courtship behavior have been investigated. The 
mechanisms of information propagation and sharing within a 
social group, and the mechanisms of caste formation and the 

social order have been investigated using the social insects, 
especially focusing on the molecular and physiological 
functions. Moreover, some dynamical models have been 
constructed based on the biological knowledge obtained 
throughout these studies, and refined by comparing the 
simulation results with the biological data. Taking this 
approach, the adaptation mechanism in insects, as a 
distributed autonomous system, could be expected to apply 
into developing a new artificial system. 

Most vertebrates such as birds and mammals construct 
and maintain highly organized society based on the 
individual recognition and inter-individual communication. 
Affectivity, inter-individual communication, understanding 
others etc. are very important topics for understanding social 
adaptive behavior. Songbirds have been used for studying 
acquisition processes of social adaptive behavior based on 
the vocal communication, and Japanese monkeys have been 
used for studying brain mechanisms underlying behavioral 
decisions based on the social hierarchy. Furthermore, the 
study of understanding others, one of the important factors 
of adaptation in the human society, is expected to lead to the 
elucidation of development process of social adjustment 
impairments, such as integration disorder syndrome. 

 
In the Group C, planned and subscribed research groups, 

and/or biological and engineering groups work together 
closely in the process of each study. 

Aonuma et al., Ota et al., planned research groups, and 
Nagao et al., a subscribed research group, are aiming at 
understanding the mechanism of behavioral selection based 
on the social experiences in crickets by combining the 
knowledge in different scales, such as neurons, individuals 
and groups. A dynamical behavioral model and a 
neurophysiological model have been proposed based on the 
behavioral and physiological data of the plastically changing 
motivation behind the aggressive behavior depending on the 
experiences and the social factors during the developmental 
processes. The model proposed in the last year has been 
refined by comparing the simulation results and the 
biological data. A closed-loop model with a multiple 
feedback pathway, which is a neurophysiological model 
concerning neuroactive substances in the brain, such as nitric 
oxide and biogenic amines, has been constructed. Using this 
model, behaviors of the crickets could have been well 
mimicked. They are now proceeding both bottom-up and 
top-down modeling procedures to understand the whole 
system. Kurabayashi et al., a planned research group, are 
trying to clarify the adaptation mechanisms developed 
through the interaction among the body, brain and 

Group C: Social Adaptation 
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environment by both behavioral and neuronal experiments. 
It has been suggested that a functional network crucial to 
adaptive behavior is existed in the brain. They have 
investigated the information processing functions in the 
brain and attempted to reconstruct such a network 
technologically. Moreover, the information processing 
mechanisms by the group of relatively small number of 
neurons, and the network functions resulted from the 
interaction between the body and the environment have been 
investigated, mainly by combining the experiments using a 
insect- or insect-brain-controlled robot and the molecular 
genetic and/or physiological techniques. Taking these 
approaches, it is expected that the relationship between the 
body-brain-environment interaction and the adaptation 
capability. 

Mainly by the subscribed research groups, the 
mechanisms of colony (social group) construction and 
maintenance, based on the labor division, trophallaxis, caste 
differenciation etc., have been studied using 
honeybees, termites and ants. 

Ito et al. is focusing on the waggle dance of the honeybee, 
one of the social insect species. They have studied the 
mechanisms on the maintaining the colony, sharing 
information, and accumulating information by 
communicating between individuals. They regard the waggle 
dance as a good model of the ‘propagation and sharing of 
knowledge’ that maintains a society, and are attempting to 
reveal the effects of the waggle dance in terms of the 
colony's benefit and adaptability to environmental changes 
using mathematical models and computer simulation based 
on parameters from observations of the bee behavior and 
environmental changes. 

Miura et al. have focused on the labor division and 
communication among each caste in the colony of the social 
insect, which is referred to as a ‘super-organism’ and 
proposed a systematic control mechanism of the caste 
differentiation suited to the colony situation. They have 
constructed a model of the colony organization in the 
termites based on the knowledge of morphology formation, 
behavior differentiation, physiological function and gene 
expression. They have also tried to clarify the mechanisms 
of the social behavior by studying the neural specificity in 
the each caste neuroethologically. Takeuchi et al. have 
studied the schooling behavior in the killifish. They are 
trying to identify the brain functions (genes, neural networks 
and brain region) crucial for the schooling behavior and 
estimate an information-processing pathway in the brain for 
the schooling behavior by taking a constructive approach. 

Tsuji et al. have studied the mechanisms underlying the 
very sophisticated functions of the group of ants. They have 
shown that the appropriate regulation of the group behavior 
in the ants could be achieved by ‘self-organizing’ system for 
the whole society by intrinsic feedback mechanisms. They 
are now investigating the chemical ecological basis and the 
self-organizing system of the colony size recognition and the 
appropriate behavioral switching mechanisms in the ants, 
and discussing the evolutionary dynamics by which these 

systems are evolved. In addition, they are also testing this 
regulation mechanism using a model simulation and robots. 
By comparing the three systems, the expected system 
evolved by the natural selection, the system of the ants and 
the system of the robots, they are aiming at elucidating the 
‘design principle of the nature’ by which the regulation 
mechanisms of the society are evolved. 
 Oka et al. have studied the mechanism of 
individual recognition from the various neural levels, 
molecular to behavior. They have studied male-female 
communication in the zebra finch, especially focused on the 
mechanisms of the female brain to recognize the males’ 
tweet. They have succeeded to detect neural activities in the 
hippocampal formation by the catFISH method. Because 
there have not been enough anatomical knowledge of the 
hippocampal formation, they have tried to analyze the neural 
networks in the hipocampal formation exhaustively by the 
following two newly developed visualization techniques of 
the neurons, 1) visualization of the neural networks 
responsible to the males’ tweet by pH imaging and 2) 
visualization of the neurons using a gene gun and liposoluble 
fluorescence dyes. They are now investigating the 
information processing mechanisms of the males’ tweet in 
the hippocampal formation. 

  Fujii is focusing on the brain mechanism underlying 
appropriate recognition of one’s surroundings and 
involuntary behavioral selection to satisfy one’s desires 
maximally. They have discussed that the individual 
recognizes and manipulates the environment and optimizes 
its behavior through the virtual space in the brain linked 
directly to the real world. They are aiming at cutting into an 
as-yet-undiscovered brain function, the social brain function, 
which is one of the fundamental functions of the brain 
determining our behavior. 
 Kato et al. are attempting to prove the 
importance of understanding the others’ visual lines and 
faces for recognition of the social signal.  They have 
applied the studies on the patients with schizophrenic 
disorder to construct a machine and interface with the social 
adaptability.  They have innovated the ability to recognize 
the humans’ action, which is necessary for social cognitive 
artifacts. They have also studied a cognitive model to mimic 
the dissonance between the intention and the action, and 
proposed a forward model. 
  
 That is the brief description of the contents of 
the project. Each group leader in the following chapter 
summarizes detailed results of each research group, 
respectively. 
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Abstract: Animals alter their behavior in order to 

respond to the demands of changing environments. 
Society and crowd are also one of the dynamic 
environments. We have investigated the design 
principle of neuronal mechanisms for social adaptation 
in animals, by focusing on how animals select their 
behavior depending on previous social interactions or 
social experiments. Insect pheromone behaviors 
provide a good model system to elucidate the 
mechanisms of social adaptation. We have focused on 
cricket agonistic behavior that is released by cuticle 
pheromones. Our biologist group mainly concentrated 
on revealing behavioral and physiological aspects of 
socially adaptive behaviors. Nitric oxide NO) system 
and octopamine (OA) system in the cricket brain could 
mediate aggressive behavior of the crickets. Based on 
our results, we collaborate with engineering groups to 
establish dynamic behavior models and 
neurophysiological models.  

 

I. Introduction 

Animals have evolved nervous systems to adapt 
dynamically changing environment. Insects have rather 
simple and identical nervous systems than mammalian 
brain. Thus insects must be good model animals to 
investigate neuronal mechanisms underlying adaptive 
behavior. Insects have rather simple and identical nervous 
systems. Mammalian brain has about 1012 neurons. On the 
other hand, an insect nervous system has about 106

We have here investigated the neuronal mechanisms 
underlying socially adaptive behaviors that are emerged 
from individual interactions among animals. We have 

combined neuroethological approaches and system 
engineering approaches to understand how animals form 
social communities, how they learn and retain previous 
experiences and how they alter their behavior depending on 
dynamic environments, which will help us to unravel the 
universal design of central nervous systems. 

 

II. Aims 

The aim of our research is to elucidate the neuronal 
mechanism of socially adaptive behavior. To understand 
mobiligence of social adaptation, we have focused on 
neuronal mechanisms that animals alter their behaviors in 
order to respond to the demands of changing social 
environment. To understand the neuronal function 
underlying behavior selection of animals including human 
being, it is necessary to elucidate internal states that 
introduce animal adaptive behaviors.  

Insects provide us a good model system to investigate 
neuronal mechanisms of adaptive behavior, since they have 
rather simple and identical nervous systems. 
Communication behavior using pheromones in insects must 
be one of the greatest model systems to investigate neuronal 
mechanisms of animal adaptive behavior. Most of 
pheromone-induced behaviors in insects have been thought 
to be hard-wired: a behavior that could be turn on and off 
but with no plasticity. However, some of pheromone 
behaviors are revealed to be modified by their previous 
experiences. Cricket aggressive behavior is an example of 
such pheromone induced behaviors. The response of males 
to the pheromone can be modified by the previous fighting 
experiences

 neurons. 
Such insect brains allow us to access each neuron easily, 
which accelerate us to investigate how animals show 
socially adaptive behavior from cellular level to behavioral 
level analysis. They perceive lots of signals as stimulation 
from environment and they adjust their behavior. They do 
not always respond same way to the same external stimuli. 
The state of central nervous system must be dependent on 
their experiences as well as internal and/or external 
conditions. These factors would mediate threshold of 
releasing a behavior or behavioral pattern. Insect 
neuroethology has already provided valuable insight into 
how nervous systems organize and generate sophisticated 
behavior. It has made important contributions to brain 
research, expanding our overall understanding of sensory 
and motor systems. However, thousands of mechanisms to 
understand how adaptive behavior emerges have been still 
remained unclear.  

 (1)

 Insects can adapt to various environments and emerge 
adaptive behaviors using their simple nervous system. We 
have investigated neuronal mechanisms of behavior 
selection after agonistic interaction among cricket (Gryllus 
bimaculatus). We here performed behavioral work to 
elucidate functional role of contact-chemo receptive 
information from antennae, performed physiological and 
biochemical analysis to elucidate functional role of 
neuroactivators such as NO and biogenic amines, and 
performed anatomical research to elucidate information 

. The behavior of insects has been understood 
that internal states and external environments drastically 
mediate threshold of releasing behavior or releasing 
behavioral pattern. Previous social interaction such as 
mating and agonistic interaction mediates following 
behavior. In this study, we have focused on the aggressive 
behavior of crickets.  

 

III. Achievements 

Systematic understanding of neuronal mechanisms  
for adaptive behavior in changing environment 

 
Hitoshi Aonuma, Research Institute for Electronic Science, Hokkaido University 
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processing pathway in the cricket brain. In order to 
understand the neuronal mechanisms underlying social 
adaptive behavior in the crickets, we have constructed 
dynamic models for behavior of animals and role of NO/OA 
system in the brain by collaborating with engineering 
researchers.    

 

3-1 Neuronal processing pathway for aggressive behavior 
releasing pheromone 

Male crickets Gryllus bimaculatus show intensive 
aggressive behaviors when they encounter another male 
and detect conspecific male cuticular pheromone (Fig. 1). 
When two male crickets engage in combat, the loser cricket 
will refuse to fight again. The cricket battle starts out slowly 
and then escalates into a fierce struggle. Therefore, the 
previous agonistic interactions between male crickets had 
influence over the following behavior of subordinate males. 
Once dominant hierarchy was established between male 
crickets, the dominant cricket showed aggressive behavior 
when it encountered the opponent cricket whereas 
subordinate cricket would not attack again against the 
opponent but showed avoidance behavior.  We have 
focused on loser cricket (subordinate) behavior to 
understand how animals alter their behavior dependent on 
social interaction (1)

 

 

 

 

 

 
 

. The cuticular pheromones that 
introduce aggressive behavior have not identified. Then 
collaborating with Prof. Yamaoka’s group, we are 
identifying the substance and its structure. We are also 
synthesizing putative component of hydrocarbons that 
work as aggressive pheromones. After behavior assay using 
them, we will determine which chemical substance can 
work as aggressive pheromone. 

  

 

 

 

 

  In order to develop neurophysiological research of the 
cricket agonistic behavior, as a first step, we have 
performed anatomical research of the cricket brain. The 
cuticular substances release the agonistic behavior of the 
cricket as a tactile chemical stimulus. Therefore, the 
processing pathway for tactile chemical signals from 
antennae was investigated. The antennal lobe is the primary 

center for the chemical processing. It is composed of 49 
glomeruli. The tactile signals, on the other hand, are 
processed at ventral area of flagellar afferents (VFA). 
Innervating pathway of the projection neurons from AL and 
VFA was examined. Ten tracts were originated from the AL, 
whereas eight tracts from the VFA. The tracts from the AL 
and the VFA shared several projection tracts, but their 
termination areas were segregated in the lateral 
protocererbrum (2).   Using synthesized substance we are 
identifying aggressive pheromone processing pathway in 
the cricket brain. 

 

3-2 Effects of multimodal inputs on fighting experience 
dependent behavior selection  

Aggressive behavior is released when male crickets 
detect cuticular substances on the body surface of another 
male by the antennae.  However the neural mechanism 
underlying fighting behavior is still unknown. Here we test 
the effect of contact chemical information (antennae 
information) and of visual information on releasing 
aggressive behavior.  

In order to examine if antennae are necessary to release 
aggressive behavior of male crickets, the behavior to 
another male were observed 1 hr after antennal legions. 
Over 90 % of intact crickets showed aggressive behavior, 
such as antennal fencing and/or threat posture, and start to 
fight with the other male. On the other hand, the percentage 
of aggressive crickets was significantly reduced when the 
whole antennae were cut. The crickets, whose maxillary 
palpi were removed as a sham operation, showed 
aggressive behavior to the other male as well as intact 
crickets. These results suggest that the male crickets use the 
sensory information from the antennae to perform correctly 
to other crickets, i.e. the aggressive behavior to males or the 
courtship behavior to females (3)

In order to examine the effects of visual cue on releasing 
aggressive behavior in male crickets, compound eyes were 
painted with enamel or behavior experiments were 
performed under red light. Interestingly, the duration of 

. 

Although the males without the antennae did not show 
clear aggressiveness to another male with the same 
operation, they could fight against another intact male.  
When they faced to the intact male, the percentage of the 
aggressive males became significantly higher than that to 
the males without the antennae. The level of the fighting 
between the intact male and the male without the antennae 
was not significantly different compared with those 
between intact males and males without the maxillary palpi. 
These results indicate that the input from the antennae is 
necessary to start fighting to another male but not to fight 
against an aggressive male.  The fact that the males without 
the antennae could fight against the intact males under the 
dark conditions suggests that there are at least two parallel 
pathways to elicit the male aggressive behavior, 1) one 
mediated by the sensory input from the antennae, and 2) the 
other one mediated by the mechanical input from the body 
surface. 

Fig 1. Fighting between male crickets. The 
aggressive behavior is released by cuticular 
pheromones and the crickets’ battle starts 
out slowly and then escalates into a fierce 

l  
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fighting increased significantly if visual cue was blocked. 
Cricket fighting is terminated if one of male give up 
continues attack and escape from the opponent. If their 
visual cue were blocked, they might not notice if opponent 
recognize lose each other. Then they would continue 
fighting. 

Using these results of behavior experiments, we 
collaborate with Ota’s group to build a dynamic model 
explaining the effects of multi modal information on 
releasing aggressive behavior. 

 

3-3 Effective time window of NO in the aggressive 
behavior 

 Effect of NO/cGMP signaling on aggressive behavior 
has been examined by pharmacological and behavioral 
experiment. Inhibition of NO/cGMP signaling cascade 
impaired the behavioral selection in losers, and thus it is 
suggested that the NO/cGMP signaling cascade plays a 
crucial role to the behavioral selection in losers. The 
behavior of loser cricket whose antennae were removed 
was similar to the behavior of loser crickets whose 
NO/cGMP signaling pathway was inhibited. This suggests 
that NO/cGMP signaling pathway in the antennal sensory 
information-processing pathway participate with the 
neuronal mechanism underlying behavior selection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 In order to examine the effective timing of NO/cGMP 
signaling on behavior selection, we inhibited NO synthase 
(NOS) activity using an inhibitor L-NAME. L-NAME was 
injected into the brain of the cricket prior to the first 
engagement between males (Fig. 2). One hour after the 
head injection of L-NAME, 2 males were encountered and 
observed ther behavior. For contral cricket saline were 
injected. In the first encounter, there are no significant 

change between control pairs and L-NAME injected pairs. 
After fighting was settled, they were isolated for 15nim and 
then behavior of loser in the second encounter was 
observed. The loser seemed to be rather aggressive but it 
was not significant. Next experiment, L-NAME was 
injected 20 min before first encounter. After the fighting in 
the first encounter was settled, they were isolated for 1 hr 
and then observed the behavior of loser crickets in the 
second encounter. The losers became more aggressive than 
control animals. 

 NO is generated by activating NOS and diffuses 
about100 µm/sec through cell membrane of the target cells. 
It activates soluble guanylyl cyclase to increase cGMP level. 
The functional concentration of NO is thought to be 10-100 
nM in the nervous system (4)

 

. The lifetime of NO in the 
tissue is very short. These natures of NO suggest that 
effective time window must be necessary. To examine the 
effective time window, we next inhibited NOS activities 
using L-NMAE just after the first fighting (Fig. 3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A NOS inhibitor L-NAME was injected into the brain of 
crickets that were loser in the first fighting. For control 
cricket saline was injected in the brain. After 80 min of 
injection, losers were encountered with previous winners. 
Most of losers avoided fighting soon after they notice 
previous winners. There are no significance between 
control and L-NAME injected losers. Our previous results 
indicate that NO deceases biogenic amines in the cricket 
brain. These results indicate that it is necessary for losers to 
generate NO in the brain before or during the first 
encounter to introduce avoidance behavior in the second 
encounter. The timing of NO release and decrease of 
biogenic amine must be also important factor. We need 
further investigation how NO/biogenic amine system works 
in the brain to select and decide behavior in the crickets. 

 

Fig. 2. Effect of NOS inhibitor L-NAME on 
aggressive behavior. One hour after injection of 
L-NAME, behavior in the first encounter was 
observed. After fighting was settled, they were 
isolated for 15nim and then behavior of the 
second encounter was observed. In other 
experiments，Twenty min after injection of 
L-NAME, behavior of the first encounter was 
observed. After fighting was settled, they were 
isolated for 1 hr and then behavior of the second 

     
  

Fig. 3. L-NAME was injected just after fighting 
was settled in the first encounter. Behavior of 
loser cricket in the second encounter was 
observed after 80 min of L-NAME injection. NS: 
no significance, Mann-Whitney U-test 
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3-4 Effect of octopamine on aggressiveness of male 
crickets 

 We have demonstrated that biogenic amine in particular 
octopamine (OA) level in the brain decrease just after the 
fighting. Our behavior experiments showed that loser 
crickets wouldn’t elicit aggressive behavior against 
conspecific males for more than 1 hour after the fighting.  
Nitric oxide (NO) system is also shown to regulate 
aggressive behavior. NO system decrease biogenic amine 
levels in the brain. Since NO is free radical substance in the 
tissue, it must be oxidized quickly. Therefore biogenic 
amines can be one of the candidates to regulate aggressive 
behavior. We examined the changes of biogenic amine 
levels in the brain after aggressive behavior. We found 
decreased OA level gradually restored to the original level 
after the aggressive behavior. It took about 1 hour.  

Then we examined the effects of OA antagonists on 
aggressive behavior between male crickets. We here use 2 
kinds of OA antagonists Epinastine and Mianserin. These 
antagonists were head-injected 1 hr before behavior 
experiments. Both antagonist decreased aggressiveness in 
the crickets. This result suggests that OA regulates 
aggressiveness of crickets.  The effect of OA antagonist 
must mimic decrease in OA level in the brain. Thus NO/OA 
system must be important factor for neuronal mechanisms 
underlying aggressive behavior. 

 We now need to examine the combination effects of NO 
and OA antagonist, or NOS inhibitor and OA agonist to 
clarify role of NO/OA system for aggressive behavior.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. Conclusion and future plan 

 We have investigated neuronal mechanisms underlying 
behavior selection dependent on fighting experience in the 
crickets. We have focused on role of NO/cGMP/OA system 
in the brain. Based on our biological experiments, we built 
dynamic behavior models and neurophysiology model with 

Ota’s group. In the behavior model, we included internal 
state. We are thinking this internal state could be 
neuromodulatory function in the brain and be NO system 
and OA system.  

The behavior model well demonstrated the cricket 
behavior dependent on population density. In order to 
examine the simulation of this model, we removed 
dominant agent from the group of artificial crickets. Then 
measured how long it takes to reconstruct 
dominance-subordinance relationship. It was less than 10 
min. Then we tried the same experiments using animals. 
We placed several males in a arena. Cricket usually starts 
fighting and one of them becomes a dominant. Then we 
remove the dominant from the group and observed the 
behavior of rest crickets. One of subordinate crickets 
becomes dominant if dominant animal is disappeared. 
Interestingly, it was also within 10 min. This indicates that 
internal state is modified by individual interactions among 
crickets. Now we are investigating neuronal mechanism 
underlying  

Neurophysiolagy model demonstrated that multiple feed 
back loops are necessary to explain cricket behavior in 
high-density group. The behavior model and cricket 
behavior experiments also demonstrated that social 
interactions improve internal state of animals. Thus this 
hypothesis must be examined by biological experiment. We 
will carry on investigating the detail of neuronal function 
underlying behavior selection from cellular level to 
behavior level and carry on collaboration with engineering 
research group to understand systematically by 
constructing dynamic models.   
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Fig. 4. Effect of antagonist of octopamine on 
aggressiveness of male crickets. Antagonist of OA 
was head injected 1 hr before behavior 
experiments. Six hours after the first fighting, the 
behavior of second encounter was observed．*: 
P<0.05, Kruskal-Wallis test 
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Three Models of Fighting Behavior in Crickets 
Jun OTA, Hajime ASAMA, The Univ. of Tokyo, Kuniaki KAWABATA, RIKEN 

 
Abstract: Three models are proposed as for group behavior of crickets, individual interaction 
among crickets, physiological findings of a cricket. Simulation results indicate the 
effectiveness of the proposed models. 
Keywords: crickets, adaptive behavior, multi-agent systems 

 

１．Introduction 

Our group studies adaptation mechanisms of 
crickets to other individuals and environments, 
through analyzing fighting behaviors among 
crickets and the effect of social population. 

Our aim is to clarify the mechanisms embedded 
in animates to adapt to other animates and 
environments. In our study, we apply a system 
engineering approach with mathematical models 
focusing on the crickets to clarify its mechanisms 
of adaptation. As shown in Fig.1, three models are 
proposed: the top-down model, the bottom-up 
model, and growth model. 
Behavior modeling of crickets is made connecting 
cricket individual fighting behavior and the effect 
of social population in Section 2. In Section 3, 
simulated swarm behavior is discussed based on 
proposed neuronal circuit model of the cricket and 
advanced modeling approaches. In Section 4, 
growth modeling of cricket is described 
considering growing environment including other 
crickets. We conclude the paper in Section 5. 

２．Behavior modeling of crickets[1] 

Establishing social status in the crickets was 

observed. Since fighting behavior in crickets can 
be treated as a two-body problem, we examined 
individual discrimination in male crickets by 
behavior experiment using two crickets’ battle. 
2.1 Experimental method 

We examined whether crickets discriminate 
former opponents after the fighting by observing 
the behavior of subordinate cricket in the 
following encounter with conspecific males. Each 
loser cricket in the first battle was placed in the 
arena and familiar dominant (a), unfamiliar 
dominant (b), naïve (c), and subordinate (d) were 
encountered respectively. Two naïve crickets were 
set in the arena to keep isolated for 15 min using 
the partitions. Then the behavior of first 
encounter was observed after removing the 
partition. After 30 s from the settle of the fighting, 
we placed the partition again at the center of the 
arena to keep each cricket isolated. The pairs 
which did not show aggressive behavior were 
excluded from the analysis in this study. The 
winner cricket was removed from the arena, and 
then the opponent against the loser was changed 
to observe the behavior of subordinate animals in 

(a) Bottom‐up model (Section 3) (b) Top‐down model (Section 2)

+
(c)Growth model (Section 4)

A cricket Two crickets Multiple crickets

Wandering

Obstacle
Avoidance

Fighting

α

Fig. 1 The proposed three models 
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the second engagements. 
Figure 3 shows the behavior at the first contact 

(n=126). The pairs of 75% showed aggressive 
behavior, but the pairs of 21% showed avoidance 
behavior. Other pairs of 4% showed no response. 
Figure 8 shows the behavior at the second 
fighting.  
(a) vs. Familiar dominant (n=17)  
At the pairs of 82%, the cricket that had 
experienced losing showed avoidance behavior 
(Fig. 7(a)). At the pair of 12%, the cricket that 
experienced losing showed aggressive behavior 
again. Other pairs of 4% showed no response.  
(b) vs. Unfamiliar dominant (n=22)  
At pairs of 59%, the cricket that had experienced 
losing showed avoidance behavior (Fig. 7(b)). At 
the pair of 27%, the cricket that had experienced 
losing showed aggressive behavior again. Other 
pairs of 14% showed no response.  
(c) vs. Naïve (n=10)  
At pairs of 80%, the cricket that had experienced 
losing showed avoidance behavior (Fig. 7(c)). At 
the pair of 20%, the cricket that had experienced 
losing showed aggressive behavior again.  
(d) vs. subordinate (n=14) 
At pairs of 86%, the cricket that had experienced 
losing showed avoidance behavior (Fig. 7(a)). At 
the pair of 14%, the cricket that had experienced 
losing showed aggressive behavior again. 
No significant difference was found between (a) vs. 
Familiar dominant and (b) vs. Unfamiliar 
dominant (a–b: P=0.169). This result 

demonstrates that crickets did not select behavior 
depending on the previous fighting experience. 
However, no significant differences were found 
between (b) vs. Unfamiliar dominant, (c) vs. Naïve, 
and (d) Subordinate (b–c: P=0.425，b–d: P=0.142，
c–d: P=1.000). These results suggest that would 
not select behavior depending on dominant status. 

３．Neuronal circuit modeling of crickets 

In this year, we constructed an advanced 
neuromodulation model with interaction effect 
and run multi-individual simulations utilizing the 
model. 
 Constructed model with interaction effect 
introduce a new state value S to previous 
neuromodulation model. Here, S means the 
efficacy to sensory input (pheromone). Equation 
(1) shows the property of the efficacy.  

    dS
dt

= −ρS + aA − bFin  S ≥1.0( )      (1) 

 Here, A indicates the amount of OA and Fin is a 
step -form function which expresses sensory input 
(pheromone). It is set as that single input state is 
kept for 15 [sec] after each antennal contact. In 
order to realize the behavior of previous proposed 
neuromodulation model, each coefficient (ρ, a, b) is 
tuned based on biological knowledge (ρ=0.8, a=2.0, 
b=1.0). Figure 4 shows transition of internal state 
and efficacy value (sensitivity) of a simulated 
cricket with S. It shows similar behavior to our 
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Fig. 3 Behavior responses of subordinate crickets 
in the second encounter. 

Fig. 4 Simulated transition of internal states and 
efficacy (sensitivity) in case of low frequent 

stimulation  
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previous model. Here, when pheromone input 
exists, Fin takes value 1. Fin=0 means no contact.  
Figure 5 also shows the result in case of high 
frequent (50 times with 15 seconds interval) 
pheromone stimulation after time=300 [sec]. 
As the result, simulated crickets can not become 
aggressive state because of the efficacy S is 
lowered by high frequent pheromone stimulation 
even if the OA level is high. 
 Next, in order to observe swarm behavior which 
is emerged by advanced model, we run 
simulations using four simulated crickets. Here, 
the simulation is done for 4000[sec] and the 
number of aggressive one under each environment 
is counted. Figure 6 shows the results of the 
simulations. Number of trials under same size of 
environment is 50 times.  
 As the results, all individuals did not take 

aggressive state in high-density environment and 
0 or 1 individual became aggressive in 
middle-density environment. Also, in low-density 
environment, 1 or 2 individual(s) took aggressive 
state. It shows that the number of aggressive ones 
changes depending on the population density. It is 
similar tendency to ecological observation 
knowledge.  
 Since these simulation results, it is considered 
that proposed neuromodulation model with 
interaction effect (frequency of pheromone 
stimulus) can realize both of fighting behavior 
between individuals and adaptive swarm behavior 
according to the population density, 
simultaneously.  

４．Growth modeling of crickets 

It has been reported that many of vertebrate 
and invertebrate species show overdevelopment of 
aggressive behavior increased by social isolation. 
Of course, human is no exception. The study of 
this has been done with a few vertebrates: rat, 
mouse, monkey and so on. On the other hand, 
studies with invertebrates have benefits that 
nerve system of invertebrates is simple and has a 
little individual difference. So, study with cricket 
would be contributory to elucidate the 
interspecific nerve system of aggression. 

Aggressive behavior is necessary for 

Fig.7 Solid line: body weight growth function 
without interaction [2] 

Fig.8 Body weight growth curve with 
interaction [3] 

Fig.5 Simulated transition of internal states 
and efficacy (sensitivity) in case of high 

frequent stimulation 

Fig. 6 Simulation result for swarm behavior 
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competition for survival, so time variation of 
aggression is reflected in growth function of body 
weight cause of its foraging competition. So we 
focused the growth function of body weight with 
larval cricket. At first, we constructed the body 
weight growth function negated interaction effect 
which reflects isolated condition. The growth 
function is well described with logistic function 
(Fig. 7). The case of crowded growth condition 
there exists interaction effect: the growth curve 
shows slower and lighter growth than isolated 
condition (Fig. 8).  

Social competition model is well studied by Eric 
Bonabeau et al. and we extended this model. In 
Bonabeau’s model, there are variable h which 
shows individual’s degree of fighting and 
individual who has higher h tends to win. h comes 
to h + 1 by winning and h - F by losing, so it means 
ratio between winning and losing is 1:F. 
Decreasing rate of h is calculated by experiments 
(Fig. 9). Individual who has higher h tends to keep 
high foraging efficiency (Fig. 10). We analyzed 
these models qualitatively about 1:F. Fig.11 shows 
distribution of imaginary body weight of isolated 
and crowded conditions. The distribution of 
crowded condition shows larger variance value 
and smaller mean value than that of isolated 
condition. Figs. 12, 13 show simulation results of 
model equations under condition of F = 0:5 and F 
= 2. These results and analytical proof shows that 
F > 1 is necessary for corresponding biological 

data. It means crickets give greater importance on 
losing than winning. It is proposed to make F to 
dynamical function which represents development 
of aggressive behavior and evaluate modulus 
quantitatively. 

５．Conclusion 

 Cricket models are created and are shown to be 
effective through simulation results.  
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Fig.9 Equation systems 

Fig.10 Relation between degree of fighting h 
and foraging efficiency [Wilson 75] 

Fig. 11 White bar : final body weight of 
crowded condition. Black bar : final body 
weight of isolated condition[Iba 95] 

Fig.12 “Variance values of crowded - that of 
isolated” (F=0.5 or 2), (x-axis: Temperature 
y-axis : Quality of foods) 

Fig.13 “Mean values of isolated - that of 
crowded ” (F=0.5 or 2) 
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Adaptive behaviors emerged by functional structures
in intearction networks

C01-03 Daisuke Kurabayashi Ryohei Kanzaki

Abstract– Insects have only a little brain but the behavior is highly adaptive. We consider that physical
structure of the interaction network works on the creation of the brain function and model the behavioral
processor that controlled by its structural disposition. In this research, we investigate mechanisms for
intelligent behaviors through novel approach called bio-machine hybrid systems. We focus on (i) insect-
driven robot to see adaptabilities, (ii) cyborg contained by insect-brain and mechanical body, and (iii)
network property to expose long-lasting excitation.

Key Words: Bio-machine hybrid system, network, bombyx mori

1 Introduction
In this study, we investigate adaptive behavior

switching mechanism.
A moving individual obtains many types of informa-

tion through interactions with other individuals and
environments. Creatures can adaptively feed back
conditions around it to adaptive behaviors. Robots,
artificial products can work perfectly only in limited
environment. Insects have high adaptability with lim-
ited resources. So, we have focused on the aspect of
network property in some levels observed in creatures.

In our research project, we try to make the dif-
ference clear between artificial intelligence (AI) and
a living brain. By using same body and environ-
ment, we can observe the difference (Fig. 1). This
will make possible to build novel network model to
exhibit adaptability like a silkworm moth does.

We consider that physical structure of the inter-
action network works on the creation of the brain
function and model the behavioral processor that con-
trolled by its structural disposition. In this research,
we investigate mechanisms for intelligent behaviors
through novel approach called bio-machine hybrid
systems. We focus on (i) insect-driven robot to see
adaptabilities, (ii) cyborg contained by insect-brain
and mechanical body, and (iii) network property to
expose long-lasting excitations.

In this study, we focus on a small insect, silk-
worm moth Bombyx mori. A female moth dis-
tributes special chemicals, called pheromones. A male
moth moves toward to the female by sensing the
pheromones. For the purpose, it makes a typical se-
quential motion: straight, zigzag, and turn 1) (Fig.
2). There are many biological researches on neuro-
chemical behaviors1)-5).

2 Insect-controlled robot
In this section, we describe an experiment system

by which we can observe walking motion of a silkworm
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Fig. 1: Bio-machine hybrid system

Surge Zigzag-turn Loop

Fig. 2: Motion sequence of a silkworm moth.

moth directly and we can manipulate correspondence
between actual motion and walking pattern. The ex-
perimental system, named ”insect-controlled robot”,
is composed of walking monitoring system with a liv-
ing silkworm moth and robot body with two driving
wheels. We have already analyzed adaptability of a
silkworm moth against manipulation of gains to drive
motors, and discovered importance of visual inputs
for adaptability. In this year, we have make analy-
sis of adaptability against time lag (delay) to drive
motors on the robot body, and then consider about
fusion system of odor and visual inputs.

2.1 Experiments with time lag of driving mo-
tors

Figure 3(a) shows the developed insect-controlled
robot3). A silkworm moth, tethered on its back, walks
on a ball. A light sensor reads movements of the ball,
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(a) Overview (b) Gain setting

Fig. 3: Experimental setup of insect-controlled robot.

Fig. 4: Relationship between success rate and delay
of motor control.

then a microcomputer on the robot body translate
movements of the moth into motion commands for
electric motors. Therefore, robot body moves just
like the moth does.

We investigate feasibility of the strategy of a silk-
worm moth’s behavior by setting time lag to drive the
electric motors. We set 0-1000 [ms] delays, and car-
ried out experiments to reach pheromone source. We
also make experiments under uneven gains to drive
electric motors indicated in Fig. 3(b). We apply
10 moths, and carried out an experiment for each
condition. We evaluate success ratio to achieve the
pheromone source.

Figure 4 illustrates the success ratio to the time de-
lay. When the robot has equal driving gain (1:1), the
success ratio was very high, for example, even if we
set 600 [ms] delay, it was 80%, and when we set 1000
[ms] delay, 50% trials achieved the goal. In the con-
trast, when the robot has uneven driving gain (1:4),
the success ratio significantly decreases, for example,
only 50% success to 400 [ms] delay.

2.2 Adaptability of a moth

When the driving gain is balanced (1:1), the behav-
ior of a silkworm moth is quite robust against time de-
lay. This result suggests that real-time feedback is not
so important to achieve pheromone source. Because
pheromone molecule forms plumes, it is quite diffi-
cult to follow density of pheromone in the atmosphere
by continuous feedback. Thus, the experimental re-
sults strongly support a hypothesis that the motion

Fig. 5: Silkworm moth’s nerves and 2ndCNa.

sequence of a silkworm moth to achieve pheromone
source is a fixed instinctive behavior.

In the contrast, when we set unbalanced gain (1:4),
the success ratio significantly decreases. We consider
that a real-time feedback works hard to arrange be-
haviors. By our previous researches, we think that
a silkworm moth arranges unbalanced motion based
on visual information. Thus, the results support
a hypothesis that visual inputs modulate behaviors
quickly as reflex actions.

By the results including those of former studies, we
can say that a silkworm moth combines both fixed
instinctive behavior and reflex of visual feedback in
order to realize robust and effective achievement of a
pheromone source.

2.3 Future work
We have already investigated a ”hard-wired” adapt-

ability that we find in pheromone source finding be-
havior of male silkworm moth. We are going to chal-
lenge to reveal adaptability based on plasticity of neu-
ral system in a micro brain. We are building experi-
mental setups to understand learning mechanisms by
using the insect controlled robot.

3 Cyborg: novel tool for analysis of
dynamical brain systems

In this section, we describe a novel tool for analysis
of dynamical brain systems. It is so-called ”cyborg”
that has living brain of an insect, computer to trans-
late neural signals into motion commands, and driving
motors on a robotic body. We have realized decod-
ing motion commands in neural fibers and observed
sequences of odor-source searching.

3.1 Decoding neural signals
We observe motion commands from a brain through

2ndCNa of neck motor neurons. Left and right 2nd-
CNas consist of five neural fibers each, and are con-
nected to left and right neck muscles, respectively(Fig.
5:A). We cut fibers sending return signals from body
to the brain, because we regard that the external in-
puts are more important than the feedback signals.

We remove all legs, wings, and an abdomen, then
mount the moth on a wax chamber ventral-side up.
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Fig. 6: Overview of the brain-machine hybrid system

Left and right 2nd CNas of exposed NMNs are suc-
tioned into the glass microelectrodes. The silkworm
moth is anesthetized by cooling at 4 centigrade 30
minutes. We dipped the fibers into physiological
saline, and exposed NMNs are suctioned into the glass
microelectrodes.

To translate neural activities into motion com-
mands, we refer to behavioral researches6) that mea-
sures responses to one-shot stimuli of pheromone. We
regards motions of a silkworm moth as follows; av-
eraged rotational speed is about π/9[rad/s], maxi-
mum π/3[rad/s], averaged running speed is about
25[mm/s], maximum 80[mm/s].

Our preliminary experiments shows that the rota-
tional speed of the body axis highly correlates with
those of the neck angle, and both of them take few
discrete states, almost left, right or zero. Thus, we
express motions of the body angle as θ̇ = aφ + C,
where θ denotes the body axisφ shows the angle of
the neck, and a‖nd C are static coefficients.

Let us formulate a translation from neural signals
to motion commands. Let φmax be the maximum
angle of the neck, nl and nr are counted pulse signals
during 0.1[s]. Based on the preliminary experiments,
we formulate simple dynamics of φ as (1), where h is
a fixed threshold, and nd � nl − nr.

φ =

{
sig(nd) ∗ φmax (if |nd| > h)
nd ∗ φmax (otherwise)

. (1)

3.2 Experimental system of insect-brain-
driven robot

We have built a hardware of a cyborg, insect-brain-
driven robot. This is a complete autonomous robot
contains a brain, electrodes, amplifiers, microcon-
troller, motors and Bluetooth communication system
(Fig. 6).

We have carried out pheromone-source-tracking ex-
periments in a wind tunnel that is 840[mm] width,
1500[mm] length and 240[mm] hight. We observe 15
trials. Figure 7 illustrate a typical trajectory of the

cyborg, where we put fan on the rightside of the fig-
ure, and the initial position of the cyborg was leftside.

Fig. 7: An example of trajectory of the moth-borg.

Figure 8 illustrates a transition of angular velocity
of the body axis. Notice that, in the figure, we have
already removed drift-effect from original data. Like
a silkworm moth, the cyborg exhibits zigzag motion
to reach the pheromone source. We regard that we
successfully reconstruct behaviors of a silkworm moth
on the robotic body.

Fig. 8: The angle of body axis.

3.3 Future plans
At this moment, we do not have many numbers of

experiments yet. We are going to carry out many ex-
periments and make analysis with mathematical for-
mulations to understand emergence of the intelligence
in a micro brain.

4 Functional structure to exhibit long-
lasting excitation

Like the zigzag motion trigged by pheromone, a
creature can exhibit considerably slower transitions
than those of the elements in its brain. To under-
stand a functional structure to generate such effect,
we formulate a simple model and construct a network
to exhibit long-lasting excitation (LLE) trigged by ex-
ternal inputs.

Neural circuits often are modeled by oscillator net-
works because neurons fire in a vibrating manner. We
employ phase oscillators as the simplest element in a
network. Let φi be a state of oscillator i and f(φi) be
its output function. We define f(φj) = cos20(φj

2 ) to
make impulse-like signal.

Let F を (2) be a summarized output of a network,
where N is the number of elements.

F (φ) =
1
N

N∑
i=1

f(φi) , φ = [φ1, φ2, · · · , φN ]T (2)
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We design a dynamics of an element as (3), where
aij becomes 1 when i and j are connected.

φ̇i = ω +
κ

Ni

N∑
j=1

aijf(φj)g(φi) + αi + βi (3)

In the model, g(φi) = sin(φi) represents sensitiveness,
and αi and βi show ignition and breaking switch, re-
spectively.

Figure 10(a) illustrates a transition of the system.
As an initial state, all phases of oscillators are the
same. The time development of Fp, the envelop of
F , reduces slowly. Here, let us suppose the following
approximations.

φ̇i ≈ ω + κ
2πNi

∑N
j=1 aij sin(φi − φj)

≈ ω + κ
2πNi

∑N
j=1 aij(φi − φj) (4)

Then, we can express the dynamics of the system
by using graph Laplacian L as (5), where 1N =
[1, 1, · · · , 1]T .

φ̇ = ω1N +
κ

2π
Lφ (5)

Because we can regard the phase gap as ψi in (6),

ψi = φi − 1
N

1T
Nφ (6)

Then, the dynamics can be formulated as (7), where
the behavior is independent from original frequency
ω. The response just depends on L.

ψ̇ =
κ

2π
L̂ψ , L̂ ≡ (I − 1

N
1N1T

N )L (7)

Based on the above formulations, we can build control
systems to trigged by αi and stopped by βi, and make
analysis of duration of the response. Figure 10(b) il-
lustrates an example to start and stop active oscilla-
tions by the external triggers.

5 Conclusions
We have already built the novel experimental sys-

tems called bio-machine hybrid system, and have got-
ten some results. Our future plan includes analy-
sis of functional structure in a micro brain by using
multi-aspect experiments and constructive approach
of mathematical formulations.
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INTRODUCTION 

 

Abstract—In colonies of social insects like termites, there 
are various castes, among which tasks are allocated. As 
the results, we can see the elaborate social behavior in 
those insects. Social interactions also play important roles 
in the schooling behavior that is seen in fishes like 
medakas. Through various approaches, we are 
investigating the molecular and neurophysiological basis 
of organized behavior in animals, to understand the 
mechanisms and evolution of sociality, and to find out 
new concepts in relation to the autonomous decentralized 
systems. 

  There are diverse systems, which are recognized as 
self-organization systems or complex systems. Also in animals, lots 
of examples of interactions among individuals constructing social 
systems have been reported, although the underlying mechanisms 
that control such social behavior are largely unknown. In our project, 
two subthemes are now ongoing; one is on the social behavior in 
termites and the other is on the schooling behavior in fishes. Here, 
we report our recent progresses on the mobiligence studies on the 
projects. 

SUBPROJECT I: REGULATIONS OF SOCIAL BEHAVIOR AND 
CASTE DIFFERENTIATION IN THE DAMP-WOOD TERMITE 

    Social Insects organize colonies, live together with their related 
individuals, and perform elaborate social behavior [1]. In the 
colonies, there are reproductive and sterile individuals, and those 
sterile ones are helpers that are engaged in altruistic tasks such as 
foraging, defense, etc.  Those types of individuals that specialize in 
certain tasks are called 'castes'. Although there are diverse research 
subjects in the studies of social insects, one of the fundamental 
questions is that what mechanisms underlie the caste differentiation, 
and what types of neural modifications are required in the 
caste-specific behavior. Here, we summarize the recent progresses in 
our studies on the mechanisms regulating social behavior in the 
damp-wood termite Hodotermopsis sjostedti. 

The termite social behavior is organized elaborately by task 
allocation and cooperation. In order to accomplish the social 

 

behavior, there must be at least two intrinsic mechanisms in termites. 
The first mechanism is that all individuals possess a set of genes (a 
genome) that enable them to differentiate into any castes. Similar 
mechanism is seen in the cell differentiation of multicellular 
organisms, in which all of the cells include the genomic information 
that is required for any cells constituting the organismal body. The 
second mechanism is to regulate the caste ratio in a colony.  If all of 
the individuals differentiate into soldiers, the colony should be 
destroyed because they lack reproductive options.  For this reason, 
they have flexible options that can change the caste fate during their 
developmental processes.  Namely, each individual can change the 
physiological status in response to the environmental factors, 
followed by the change of developmental pathways.  Thus, by means 
of mechanism of "polyphenism" and "feedback", termites can realize 
the appropriate caste ratio under a certain environment [2]. 
 
<Differentiation of biogenic-amine systems in the soldier 
differentiation> 
  In the studies of social insects, there are lots of unraveled 
mechanisms underlying behavioral differentiation among castes. 
Our previous study showed that the nervous system of soldiers is 
specialized in the differentiation process [3]. This year, we analyzed 
how biogenic amine systems are involved in the behavioral 
specializations in soldiers. Firstly, concentrations of dopamine (DA), 
serotonin (5HT), octopamine (OA) and tyramine (TA) in brain and 
suboesophageal ganglion (SOG) were quantified by HPLC. 
Unexpectedly, no differences of amine titers between soldiers and 
workers were detected (Fig. 1), although soldiers tended to have 
relatively higher titer of tyramine that is a precursor of octopamine. 
 

 
Fig. 1. Biogenic amine titers in the brain and the suboesophageal 
ganglion (SOG) in soldiers and workers of the damp-wood termite. No 
significant differences were detected between the two castes. 
 
It is generally known that neuroregulators including biogenic amines 
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work locally at the site of secretion to regulate the sensitivity of 
adjacent synapses. Such locally regulated differences between castes 
could not be detected in the measurements of whole brains. 
Therefore, in order to detect such local differences, we tried to 
visualize neurons producing amines by means of antibodies against 
them. In this observation, we first focsued on octopamine, which is 
known to involve in aggression. The results of immunostains 
showed that there were 11 clusters of octopamine-producing 
neurons. The comparison between soldiers and workers revealed 
that two largest neurons (DUM1-L and DUM2-L) in the DUM1 and 
DUM2 clusters were more enlarged in soldiers than in workers (Fig. 
2A). Other OA immunoreactive neurons showed no size differences. 
The intracellular staining of DUM1-L and DUM2-L neurons 
revealed that the projection sites of DUM1-L and DUM2-L neurons 
included tritocerebrum and mandibular muscles (Fig. 2B), 
suggesting that the these neurons secrete octopamine to these target 
sites to promote the soldier-specific behavioral changes. In the 
future studies, further analyses on target sites of these neurons in 
addition to the functional analyses using antagonists and/or agonists 
will unravel the functions of biogenic amines in the behavioral caste 
differentiation in termites. 
 

 
Fig. 2. Among OA-producing neurons, DUM1-L and DUM2-L neurons 
are enlarged in soldiers. The projection sites include tritocerebrum and 
mandibular muscles. 
 

  Genes related to behavioral differentiations in social insects have 
been focused by many researchers, although there are lots of 
unrevealed mechanisms. So far, we found that the soldier-specific 
features seen in the nervous system appeared during the soldier 
differentiation [3]. These results indicate that not only changes in 
substances regulating response thresholds but also changes in neural 
networks play important roles in the behavioral differentiations in 
termites. Since genes that control these neuronal changes should be 
the key factors to understand the behavioral differentiation, we tried 
to identify genes that were specifically expressed in brain and SOG 
during the soldier differentiation. Screening by differential display 
identified 11 gene candidates that were up-regulated in the process. 
Those included a signal molecule called “14-3-3 epsilon” that relates 
neuronal migrations, “Ciboulot” that regulates the polymerization of 

actin filaments, and ß-tubulin which is a component of cytoskeleton. 
All of these factors are known to relate to morphological 
modifications of neurons, suggesting that these factors may control 
the neural modifications in the soldier differentiation and contribute 
to the behavioral differentiation in soldiers. In the further works, we 
would like to reveal the functional significances of these factors in 
the soldier differentiation processes. 
 

<Screening of genes expressed in CNS during the soldier 
differeneiation>  

<Soldier morphogenesis regulated by the insulin signaling> 
  In the focal termite species, head capsules and mandibles are 
elongated in the course of soldier differentiation. Histological 
analyses of H. sjostedti during the soldier differentiation show that 
new epidermis is produced prior to molt into presoldiers [4]. In this 
study, therefore, the insulin-signaling pathway that regulates organ 
sizes were focused. As the relative expression patterns of InR, 
PKB/Akt and FOXO in mandibles were quantified by real-time 
quantitative RT-PCR, it was suggested that the insulin-signaling 
pathway is activated just prior to the presoldier molt. Furthermore, 
the RNA interference of HsjInR produced presoldiers with smaller 
mandibles, suggesting that the activation of insulin signaling in 
mandibles results in the morphological specialization of soldier 
caste. The above results revealed the insulin signaling pathway 
coordinates the soldier differentiation through several 
developmental/physiological cascades. 

 
Fig. 3. The experiments using RNA interference of InR gene showed the 
relative inhibition of mandibular exaggeration in the course of soldier 
differentiation. This indicates that the insulin signaling pathway plays 
some important roles in the morphogenetic processes in termite soldier 
differentiation. 
 

  Lots of physiological factors control developmental pathways and 
determine the caste specific morphologies and behavioral patterns in 
the process of caste differentiation. An approach with multi-level 
model, integrating endocrine system, individual behavior, and 
swarm behavior, seems effective methodology to elucidate the 
mechanisms underlying caste development. So far, it has been 
known that the juvenile hormone (JH) titer operates the 
differentiation pathway, so that we modeled the dynamics of JH 
level determining individual’s internal state, and simulated to 
understand the mechanism of caste differentiation involving 
morphological changes. As a simulation results, the patterns of JH 
titer transitions almost corresponded to the empirical data [5]. 
Additionally, resultant morphological patterns corresponded to the 
pattern obtained by the JH-induction experiments [6]. Thus, the 
adequacy of proposed model was evaluated and the results suggested 

＜Mathematical modeling of morphological alteration in 
caste differentiation＞ 
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the role of JH as a mediator between environmental factors and 
internal state. 
  Although more evidences are needed in future studies because of 
non-negligible assumptions in the model, the results are useful to 
understand the complicated phenomenon like caste determination. 
Currently, we are developing more realistic models to approach the 
general principles for evolution of polyphenism 
 

 
Fig.4. Computer simulations representing caste differentiation patterns 
under the endocrine systems. The results accurately reproduce the 
actual patterns observed in nature. (A) JH-dependent morphological 
changes of mandibular traits seen in various types of soldiers. (B) 
Caste-specific patterns of internal JH titer simulated in our model (left), 
compared with empirical data (right). 
 
 

SUBPROJECT II: ANALYSIS OF MOLECULAR / NEURAL 
BASIS UNDERLYING SCHOOLING BEHAVIOR OF SMALL 
FISH (MEDAKA) BY MATHEMATICAL AND MOLECULAR 
BIOLOGICAL APPROACH 

To clarify both molecular/neural basis and brain information 
processing underlying social interactions in vertebrates, we have 
focused on Medaka fish and established a novel behavior system to 
induce Medaka schooling behavior. Using this system, we are 
planning to identify internal factors (gene, neural network, brain 
regions) essential for Medaka schooling behavior. On the other hand, 
to estimate brain information processing underlying schooling 
behavior, we developed a mathematical modeling, which could 
explain actual fish movement.   
 

In our study, we established a novel system for medaka schooling 
behavior by inducing optomotor response (OMR). In the OMR, 
animals follow a moving visual pattern to maintain a constant visual 
field. Under natural conditions, fish exhibit an OMR to maintain a 

stable position in a flowing stream. The apparatus consisted of a 
fixed cylindrical tank (14-cm diameter) and striped cylinder (20-cm 
diameter) (Fig.1A). The tank in which the fish could swim freely 
was surrounded by a striped cylinder placed on a rotating disk, 
which could be controlled by an electric motor. The behavior of fish 
was monitored from above by a CCD camera and recorded on the 
harddisk drive of a personal computer (Fig.1A, B). In the present 
study, we demonstrated that two adult fish tend to swim maintaining 
a distance (2-3 cm) to each other, under a condition where the two 
fish exhibited OMR simultaneously (Fig.1C). The behavior was 
observed selectively in conspecific pairs.  Considering that members 
in fish school can swim coordinately maintaining a distance between 
them [7,8], analysis of the behavior might help us to understand 
neural basis of fish schooling behavior.   
 

<A novel system for medaka schooling behavior > 

 
Fig. 1. (A) Apparatus for measuring the OMR. (B) Schematic view of the 
OMR. The striped cylinder rotates clockwise (shown by arrows) around 
the fish tank fixed on the pedestal. The fish swims to maintain a constant 
visual field. (C) The distance between the two fish was stable (2-3cm). 
 
<Neuropeptides in the medaka brain > 
To identify candidate genes involved in medaka social interactions, 
we searched for neuropeptides in the medaka brain and identified 
genes encoding neuropeptides for the future genetic research. We 
focused on neuropeptides in the telencephalon as the brain region is 
proposed to be homologous to a mammalian cerebrum [10]. The 
telencephalon receives sensory information from different 
modalities in the fish brain [11]. Analysis of the brain structures in 
Lake Tanganyikan cichlid fish indicates that the development of the 
telencephalon tends to correlate with the social parameters of these 
fish [12]. Here, we used direct matrix-assisted laser 
desorption/ionization with time-of-fligh mass spectrometry 
(MALDI-TOF MS) and detect the presence of 16 neuropeptides 
from telencephalon and other brain regions [9]. We also detect its 
expression of gamma-prepro-tachykinin gene encoding a 
neuropeptide, Substance P in both the telencephalon and 
hypothalamus (Fig.2). Using advanced genetic methods in medaka, 
it will be possible to analyze the function of genes generating 
knockout strains or transgenic lines, in which the expression of 
exogenous genes is modulated in a brain region-specific manner i.e., 
a telencephalic and/or hypothalamic-specific manner.  
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Fig. 2. Gamma-PPT-expression in the adult medaka brain analyzed by 
in situ hybridization. (A-E) Transverse sections of the medaka brain 
from anterior to posterior. Signals were detected in the telencephalon. 
(Dl and Dm, in panels A-C), ICL (panel C), and the two zones in the 
hypothalamus (HD and HV in panels D and E), but not in the OT 
(panels D and E). Dl and Dm, telencephali; ICL, internal cellular layer 
of the olfactory bulb; HT and HV, hypothalamus NIII, nucleus of nervus 
oculomotorius; OT, tectum optium [9]. 
 
<Mathematical modeling 

PERSPECTIVES 

of a single fish OMR> 
 At the initial step of the mathematical modeling of brain 
information processing underlying schooling behavior, we used a 
single fish exhibiting the OMR and analyzed relation between visual 
input (what a fish can see) and output (how the fish behaves) and 
develop a mathematical modeling, which could explain some 
features of OMR [13].  
 To estimate how each internal factor (gene or brain-region) is 
involved in our model, we will generate a transgenic fish and 
analyze the behavioral disorder mathematically. If the similar 
disorder can be expressed in a simulation by modulating the 
algorithm, we can assume that the modulated part in the algorithm 
may be involved in the defected internal factor (gene or 
brain-region).  

 
  In this article, we introduced our studies on the mechanical basis 
underlying elaborate social life in termites and fishes.  This year, the 
lots of experimental results were obtained on the physiological, 
neuronal and morphogenetic regulations in termites, in addition to 
the establishment of experimental systems on the schooling behavior 
in the medaka fishes. 
  Based on these studies on social regulation in these animals, we 
will understand the elaborate systems of social organization in 
animals, and will obtain some clues to find out new concepts of 
autonomous decentralized systems that can be applied to the area of 
robotics. 
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The evolution of decentralized control systems in social insects  

 
Kazuki TSUJI（University of the Ryukyus), Ryohei YAMAOKA(Kyoto Institute of Technology). 

 Ken SUGAWARA(Tohoku Gakuin University) 
 

Summary:  We investigated the evolutionary mechanisms of decentralized control and self-regulated 

dynamics of adaptive behavior in social insect colonies. We focused mainly on colony-size dependent 

regulation of division of labor in ants, wasps and bees. The underlying intracolonial evolutionary conflict 

was investigated both theoretically.  

 

Major evolutionary transitions are the formation of the 

biological hierarchy (Maynard Smith and Szathmáry 

1995). The question is how resolution of conflicts among 

the lower-level units was achieved to form the higher unit. 

Modern evolutionary theories predict various conflicts in 

hymenopteran societies. Pamilo (1991) classified them 

into three major categories: (1) sex allocation conflict, i.e. 

the conflict over the decision how resources are allocated 

to male and female reproductive offspring (2) male 

parentage conflict, i.e. the conflict over who will directly 

produce males and (3) reproductive allocation conflict, i.e. 

the conflict over reproduction (production of reproductive 

offspring) versus colony maintenance (production of 

workers). However, so far, no theory has tackled the 

evolution of worker policing, when a colony faces these 

three conflicts simultaneously. Here we develop a 

dynamic game model involving workers and the queen 

and study interactions of these conflicts simultaneously 

operating (for details see Ohtsuki and Tsuji 2009).  

 

The Model 

Let us assume a monogynous (single-queened) colony 

with an annual life cycle. Workers are assumed to lack 

mating ability but can directly produce males. The colony 

starts at time t = 0, with a queen and a minimal number of 

workers, W0

 Each worker i has a life-history strategy that is 

described as a set of si(t) and pi(t) across time. 

, that are daughters of the queen. Note that 

we do not necessarily assume dependent colony founding 

or swarming. We ignore the developmental time of the 

individual brood from the egg to the adult stages; 

therefore, eggs laid by the independently founding queen 

at time t = 0 immediately become the initial cohort of 

workers or her reproductive offspring. The life span of 

the colony is given by T (fixed). We assume that each 

individual knows perfectly the time t and T. Throughout 

the colony’s life span, the queen neither dies nor is 

replaced by others. Mortality of workers is set to zero, so 

the colony size never diminishes. The mating frequency 

of the queen is denoted by k. The demographic variable, 

W = W(t), represents the number of workers in the colony 

at t.  

First, si(t) represents her social strategy [

 

0 ≤ si(t) ≤1]. It 

prescribes the allocation of her effort into two different 

purposes: colonial work and personal reproduction. As 

the cost of worker reproduction is known, we assume that 

these two are in a tradeoff. At a given time, t, worker i 

allocates a proportion of si(t) of her total effort to work 

such as nursing, and the rest [1 −  si(t)] she allocates to 

her own male-offspring production. 
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Second, pi(t) represents her policing strategy 

[

 

0 ≤ pi(t) ≤1  ], which represents the intensity of 

policing direct reproduction of other nestmate workers. In 

our current model the value of p is itself adjustable from 

no policing (average p = 0) to perfect policing (average p 

= 1) with no constraint that is a novel assumption. We 

assume that policing behavior incurs no direct cost to the 

policers. 

 The queen can lay sufficient numbers of eggs, 

both diploid and haploid, that will be reared to adulthood 

by workers and will become three different castes: 

workers, gynes, and males. We assume that each of these 

three castes is equally costly to produce, but the 

production cost of each egg is negligibly low. The 

resource allocation ratio to each caste is described by two 

parameters. First, f describes the proportion of resources 

invested in the production of females, and the rest (1 −  

f) is invested in males. Second, w describes the 

proportion of female-production resources invested in the 

production of workers, and the rest (1 −  w) goes to the 

production of gynes. In summary, workers, gynes, and 

males receive the respective proportions of fw, f(1 −  w), 

and (1 −  f) of resources. Variables f and w change over 

time. The question is who controls those parameters. 

Regarding f(t), we assume that the queen controls the 

primary sex ratio of her eggs, either by laying only 

diploid eggs, only haploid eggs, or both types. Let r(t) 

denote the queen’s resource allocation strategy, which 

takes the value “diploid,” “haploid,” or “both.” If the 

queen chooses r(t) = diploid, she lays only diploid eggs at 

time t; as a result we automatically have f(t) = 1. If she 

chooses r(t) = haploid, she lays only haploid eggs, 

resulting in f(t) = 0. If she chooses r(t) = both, she 

supplies a sufficient number of eggs of both sexes. In this 

last case, workers control secondary sex ratio of 

queen-produced eggs. Let fi(t) [

 

0 ≤ f i(t) ≤1 ] be a 

resource allocation strategy of worker i. We assume that 

the colony average of fi(t) realizes the actual ratio of 

investment in each sex, f(t), when r(t) = both. 

We assume that w(t) is fully controlled by workers. Let 

wi(t) [

 

0 ≤ wi(t) ≤1 ] be another resource allocation 

strategy of worker i. Then the proportion of female eggs 

that grow into new workers, w(t), is given by the colony 

average of wi(t). To summarize the strategy, the queen 

has life-history strategy r(t), and worker i has a 

life-history strategy, 

 

vi(t) = si(t), pi(t), fi(t),wi(t)[ ].  

 The workers’ effort affects how many eggs 

grow into adulthood. We assume that the number of eggs 

that become adults is proportional to the total colonial 

work force at that time. We call this the breeding capacity, 

which is given by 

 

σ = β si
i

∑ , where β is a constant 

(note that hereafter we sometimes omit t for simplicity). 

If all workers work at 100% for the colony (si = 1), the 

queen can produce σ  offspring. However, if some 

workers are engaged in self-reproduction, σ  is 

partitioned among all egg-layers. We assume a simple egg 

raffling; the more fertile an egg-layer is, the more she 

shares the breeding capacity. The share is assumed to be 

proportional to one’s fertility. 

 The queen’s relative fertility is given by q, 

which is relative to that of a worker ovipositing at her 

maximum speed. Worker i’s realized fertility is given by 

(1 −  si)(1 −  p-i), where p-i is the average policing 

level in the colony over all workers except worker i. The 

term (1 −  p-i) represents the decline of worker i’s 

relative fertility in response to worker policing. We do not 

assume queen policing. 

 Taking f and w into account, we have the 

following population dynamics: 

 

 

d
dt

W(t) =
q
C

σ
 
 
 

 
 
 ⋅ fw,   (1a) 

 

 

d
dt

G(t) =
q
C

σ
 
 
 

 
 
 ⋅ f (1− w),   (1b) 

 

 

d
dt

M(t) =
q
C

σ
 
 
 

 
 
 ⋅ (1− f ),   (1c) 
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d
dt

mi(t) =
(1− si)(1− p− i )

C
σ ,   (1d) 

where W(t) is the number of workers. G(t), M(t), and 

mi(t) are the total number of gynes, queen-derived males, 

and worker i–derived males produced until time t. C is a 

normalization constant.  

 The queen and the workers try to maximize 

their own inclusive fitness independently. They gain 

reproductive success directly and/or indirectly through 

gynes, queen-derived males, and worker-derived males. 

The relative values of these castes are variable, because 

colony members can be differently related to each caste 

(Ohtsuki and Tsuji 2009 for details). This situation 

represents a dynamic game. The objective functions to 

maximize for the queen and worker i are their inclusive 

fitnesses, which are respectively given by 

 

 

φQ = VG
QG(T) + VM

Q M(T) + Vm j

Q mj (T)
j

∑  (2a) 

 

 

φWi = VG
Wi G(T) + VM

Wi M(T) + Vm j

Wi mj (T)
j

∑ ,    

   (i=1,2,…)    (2b) 

where   is a kin value (Ohtsuki and Tsuji 2009), which 

describes the inclusive fitness return to per capita 

production of the caste A (= G, gynes; M, males produced 

by the queen; mj, males produced by worker j) for the 

individual B (= Q, queen; Wi, worker i), which is 

measured at the last moment of colony life. Inclusive 

fitnesses in eqs.(2) are not the relative effect of 

individuals on the gene pool (which can be either positive 

or negative), but the absolute effect on the total number 

of copies of genes that one can pass to future generations. 

For simplicity, we assume that all sexually reproductive 

offspring produced in a colony are simultaneously 

released at the end of the colony life. 

 We solve the dynamic game defined above to obtain the 

homogeneous Nash equilibrium. We use k = 1 (the queen 

is monandrous) and q = 1 (the queen is as fertile as a 

worker). For demographic parameters such as sex ratio in 

the population, X:Y, we assume that they are at the 

equilibrium.  

 

Results 

Figures 1show the solution of our dynamic game. We 

observe a phase transition at t = 33.4. Figure 1 illustrates 

the strategies of workers and the queen at the Nash 

equilibrium. Until t = 33.4 all workers invest all their 

efforts into working (s = 1 in Fig. 1ad), the queen lays 

only diploid eggs (r = diploid and f = 1 in Fig. 1c), and 

those diploid eggs are raised by workers to be new 

workers (w = 1, in Fig. 1cd). Because the level of worker 

policing is the highest (p = 1, in Fig. 1b), if reproduction 

by workers were to occur, then the laying workers and/or 

the worker-derived eggs would suffer from the severest 

punishment by other nestmate workers, although the 

model does not predict any actual attempts of oviposition 

by workers (i.e., s = 1 in Fig. 1a). In contrast, after the 

phase transition the model predicts that 85.7% of 

workers’ efforts are invested in colonial work, with the 

remaining 14.3% invested in workers’ self-reproduction 

(s = 0.857 in Fig. 1a). The queen continues to lay only 

diploid eggs at this phase (r = diploid and f = 1 in Fig. 1c), 

but workers rear these diploid eggs into gynes (w = 0 in 

Fig. 1c). As a result, we predict that the colony produces 

workers’ sons and gynes (derived from the queen) at this 

phase. Worker policing at this stage is incomplete (p = 

0.933 in Fig. 1b). Although this reduction in the average 

policing level is small (p = 1.000 to 0.933), this imperfect 

policing leads to the survival of many worker-derived 

males to adulthood in the colony as a whole, because 

many workers start to lay eggs. As explained later, 

however, the policing behavior at this stage is not true 

worker policing but simple reproductive competition 

among workers.  
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Figure 1. Solution of the dynamic game. Each figure shows the value of 
strategies and demographic parameters at a Nash equilibrium. The 
horizontal axis in each table represents time, t. The colony season is defined 
as  . We observe dramatic change at t=33.4. For the sake of our 
explanation, we call the phase before t=33.4 the “ergonomic stage” and the 
one after t=33.4 the “reproductive stage”. Additionally we divide the 
ergonomic stage into three substages as follows: (stage one) t<23.4, (stage 
two) 23.4<t<29.2, and (stage three) 29.2<t<33.4.  
(a) The population average of social strategy of workers, s(t), at the Nash 
equilibrium. In the ergonomic stage all workers invest all their effort into 
colonial work (s=1). In the reproductive stage, 85.7% of workers’ effort is 
invested into colonial work while 14.3% is into personal reproduction.  
(b) The population average of policing strategy of workers, p(t). In the 
ergonomic stage the policing level is the highest (p=1). In the reproductive 
stage worker policing is incomplete (p=0.933). About 6.7% of 
worker-derived eggs escape policing.  
(c) Resource allocation to each caste. At the Nash equilibrium the queen 
always lays diploid eggs both in the ergonomic and the reproductive stages 
(r=”diploid”). As a result the queen produces female only (f=1). In the 
ergonomic stage workers rear female eggs into new workers (w=1). In the 
reproductive stage workers rear them into gynes (w=0).  
 

 
Figure 1 (continued). Demographic 
parameters at a Nash equilibrium. 
The horizontal axis in each table 
represents time t. (d) The number of 
workers in the colony, W(t), over 
time. W(t) increases exponentially in 
the ergonomic stage, whereas it 
remains constant in the reproductive 
stage. (e) The content of castes 
produced from the colony. The 
vertical axis represents the rate of 
production per unit time. New 
workers are produced in the 
ergonomic stage. In the reproductive 
stage gynes and worker-derived 
males are produced. The model 
predicts that the equilibrium sex ratio 
is approximately 1:1 (0.501:0.499 
female to male). 
 

Discussion 

This paper presents the first use of dynamic game 

modeling to examine the interaction among the three 

evolutionary conflicts in social Hymenoptera. While 

based on certain assumptions, our model provides several 

novel predictions. The most important one is that worker 

policing can exist even in the monandrous and 

monogynous social Hymenoptera. Given that polyandry 

is a phylogenetically derived condition in social 

Hymenoptera from the ancestral state of monogyny and 

monandry and that the prevalence of worker policing 

behavior also in monandrous and monogynous species, an 

important conclusion might be possible from our model’s 

analysis.  Unlike commonly believed (e.g. Ratnieks et al. 

2006) worker policing has originally evolved not because 

of relatedness asymmetries, but instead due to ergonomic 

benefits at the level of the colony. Later this behavior 

might have converted to the use to settle conflicts among 

workers caused by queen multiple mating and relatedness 

asymmetry. 

. 
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I. INTRODUCTION 

 

Abstract— For understanding the neural mechanisms in the 
female zebra finch, we applied a combinational approach 
between bio-imaging and modeling.  We have investigated the 
neural activity in the hippocampal formation (HF) with 
immediate early gene expression and pH imaging, and found 
that HF is a candidate as a key region for song discrimination in 
the female brain.  To clarify this finding for quantitative 
modeling, we have to know the cytoarchitecture in the HF.  We, 
therefore, start the exhaustive investigation of cytoarchitecture 
in male and female zebra finch brains with several fluorescent 
imaging techniques.  We also found the propagation of the 
neural activity in the surface of the HF with pH imaging.  These 
new findings will be valuable information for constructing 
neural models in the HF of female zebra finch. 

ommunication with songs is important for Zebra finches.  
For understanding the song communication, information 
processing in the female brains is crucial. However, the 

neural network for the information processing in female brains 
has been poorly understood. From our previous study using 
retrograde labeling by fluorescent dye, we found the neural 
connection between Hippocampal Formation (HF) and 
auditory cortices; caudomedial nidopallium (NCM), 
caudomedial mesopallium (CMM), robust nucleus of the 
arcopallimu (RA) cup (unpublished data).  We also found the 
neuronal activity propagation form the posterior to the 
anterior in HF, and this observation is consisted with recent 
anatomical findings.  

Recently, we used catFISH (cellular compartment analysis 
of temporal activity by fl
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uorescence in situ hybridization) 
technique for Arc (activity-regulated cytoskeletal-associated 
protein) mRNA to visualize the active neurons [1], and found 

that CMM and HF were candidates for song discrimination. 
This finding is useful for understanding the neural coding in 
female brains. 

However, there are few numbers of studies for female 
brains.  To understand the neural basis of the song 
discrimination in female zebra finches, one of the solid 
strategies is to investigate the neural architecture in HF and 
neural connection around HF regions.  We adopted the usual 
neuro-anatomical approach for multi-color staining: DAPI for 
nucleus, Nissl for neurons, and FluoroMyelin for neural axons 
covered with myelin. Using this method, we succeeded to 
visualize the neural architecture in the whole male and female 
brains.  To investigate the cytoarchitecture in HF in detail, we 
adopted the shot-gun like technique. The gene gun is usually 
used for the gene transfer to cells, but we used this technique 
to deliver the different types of lipophilic fluorescent dyes to 
the neurons by chance [3]. We succeeded to visualize each 
neuron with this method, and this technique enables us to 
exhaustive investigation of cytoarchitecture in HF.  Finally, 
we continued to neuronal activity imaging with a pH sensitive 
dye, Neutral Red, with the minor modification of the 
experimental setup. 

II. EXPERIMENTAL METHOD 

A. Animal Preparation 
We described this in our last annual report in detail. 

Experiments were performed on adult female or male zebra 
finches (> 90 days old).   All subjects were treated under Keio 
University’s Animal Use Guidelines. 

The bird was anesthetized and supplemental doses were 
administered as necessary. The bird was placed on a platform 
attached to a stereotaxic head holder (David Kopf Instruments, 
USA), and the cranium and the dura were removed. We made 
the small window for observation of HF for pH imaging.  

 

B. Whole Brain Staining 
We used the BrainStain Imaging Kit (Molecular Probes, 

Cat#34650) recently developed by Molecular Probes which 
uses FluoroMyelin Green (excitation/emission maxima 
~479/598 nm) to selectively label myelin, DAPI 
(excitation/emission maxima ~358/461 nm) to stain nuclei 
and Neurotrace 530/615 (excitation/emission maxima 
~530/615 nm) to stain neuron cell bodies (Nissl substance).   
The procedure of this experiment is as follows. We used 10 
zebra finches (coronal section: 2 males, 4 females, saggital 
section: 2 males, 2 females) in this experiment. Birds were 
anaesthetised with a dose of ketamin/xylazine (40 mg/kg, 8 
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mg/kg) via intramuscular injection and intracardially perfused 
with a fixative containing 4% paraformaldehyde in 0.1M 
phosphate buffer, pH 7.4. The brains were dissected out and 
immersed in the fixative, cryoprotected by equilibration in a 
30% sucrose solution, frozen on dry-ice, included in 
embedding medium (Tissue-Tek; Sakura Finetek), cut on a 
cryostat (Leica CM 1850, Japan) (12 µm thick sections), 
mounted on MAS-coated glass slides (Matsunami), and dried 
at 37 C.  

The staining protocol was followed by instructions from 
the manufacture with some modifications. Slides were 
immersed in 0.01M PBS and hydrated for 30 min at room 
temperature. We prepared the three-color staining solution by 
diluting each stock solution (DAPI: 300-fold, FluoroMyelin 
Green and Neurotrace 530/615: 150-fold) into PBS in a single 
vial and flood the sections with staining solution and stain 
them for 20 minutes at room temperature. When staining was 
complete, the solution was removed, and the sections were 
rinsed with PBS, washed 3 times for 10 minutes each with 
PBS, and mounted with ProLong Gold Antifade Reagent 
(Molecular Probes). The images were obtained by a 
fluorescence microscope BZ-9000 with GFP-BP, Texas Red, 
DAPI filters (Keyence). 
 

C. Lipophilic-dye application by the gene gun 
We prepared the “bullets” referred to Gan’s paper [3], 

which were gold particles coated with lipophilic dyes, DiI, 
DiO, or DiD (Molecular Probes, catalog numbers D-282, 
D-275, and D-307). Stock solutions were prepared for each 
dye by dissolving 15 mg of DiI, DiO, or DiD in 200 ml 
methylene chloride. Using these stock solutions, we made 
seven different combinations which were various volumetric 
proportions of different dyes. The proportions are as follows: 
(1) DiI, (2) DiO, (3) DiD, (4) 1 DiI:1 DiO, (5) 1 DiO:1 DiD, 
(6) 1 DiI:1DiD, and (7) 1 DiI:1 DiO:1 DiD (Fig. 2). The final 
concentration of each combination was 3 mg of dye in 100 ml 
methylene chloride. A small amount (15 mg) of gold particles 
(1.0 µm diameter, Bio-Rad) was added to each dye solution 
and mixed well. As methylene chloride evaporated quickly, 
each dye combination precipitated onto the gold particles. The 
dye coated particles were resuspended in 1 ml of distilled 
water and well-mixed to prevent the formation of large 
clusters of particles. The “bullets” were prepared with 
individual colors or a mixture of different color particles and 
stored at room temperature for future use. 

Dye-coated particles were delivered to the preparation 
(slice preparation, see below) using a commercially available 
biolistic device (PDS-1000/He System, Bio-Rad). A 
membrane filter with a 3 µm pore size and 8.0x105 pores/cm2 
density (Becton Dickinson Labware, Cat# [35]3096) and a 10 
µm pore size (millipore, Cat# NY1004700) were placed on 
the stopping screen to prevent clusters of large particles from 
landing on the tissue. Density of labeling was controlled by 
using various gas pressures (450–2200 psi helium gas) or by 
changing the setting positions of the micro-carrier launch 
assembly and the target shelf. Lower gas pressures and larger 
distance between the rapture disk and the micro-carrier launch 

assembly, or between the micro-carrier launch assembly and 
target shelf lead to lower labeling densities.  

For slice preparation, birds were deeply anesthetized by 
ketamin/xylazine via intramuscular injection and decapitated. 
The brain was removed and then mounted in a 2.5% 
low-melting point agarose gel (nacalai) prepared with 
Tyrode’s solution (in mM: 134 NaCl, 3 KCl, 10 HEPES, 4 
NaOH, 2 CaCl2, 1 MgCl2). Slices were made in ice-cold 
artificial cerebrospinal fluid (ACSF) containing (in mM: 85 
NaCl, 75 Sucrose, 2.5 KCl, 1.25 NaH2PO4･2H2O, 4 MgSO4, 
0.5 CaCl2, 25 NaHCO3

D. Optical imaging with pH sensitive dye, neutral red 

, and 25 Glucose). Coronal slices (400 
µm) were cut with a microslicer (D.S.K., DTK-1000). The 
preparation images were obtained by confocal laser scanning 
microscope FV1000 (Olympus). 
 

After anesthesia, the cranium and the dura were removed 
and a handmade plastic chamber was bonded on the skull with 
dental cement (GC Unifast II, GC, Japan).  The brains were 
stained for 30-40 min by neutral red (10 mM, Sigma) in 
artificial cerebrospinal fluid (ACSF, in mM: NaCl 119.0, KCl 
2.5, MgCl2 1.3, CaCl2 2.5, NaH2PO4 1.0, NaHCO3 26.2, 
glucose 11.0).  Following wash the brain with ACSF, the 
surface was covered with ACSF.   The camber was then held 
on with a handmade head positioner under an epifluorescent 
microscope (MZ-6, Leica, Japan) on a vibration isolator 
(AET0806-NC, Meiritsu, Japan). 

  The MiCAM01 optical imaging system (Brainvision, 
Japan) consists of an area sensor with 96 × 64 photodiodes 
and a data processing unit.  The epifluorescent optics, 
consisting of two lenses, ×1.0 objective lens, ×0.63 light 
focusing lens (PLANAPO, Leica) and a dichroic 
mirror (575 nm) with absorption (590 nm) and excitation 
(530 nm) filters, were mounted above the brain.  Each 
photodiode received signal from a 20 × 20 μm2 sample area, 
thus creating a 2.0 × 1.3mm2 entire imaging field. The 
experimental setup was shown in Fig.3.  The data was 
collected 2730 sequential images (0.75 ms/frame).  The ratio 
of the fractional change in fluorescence of voltage sensitive 
dye to the fluorescence of the background (ΔF/F0) was 
calculated and used as the optical 

III. RESULTS 

signal.  
 

A. Neuronal architecture in female zebra finch brain 
We show that low magnitude images of the sagittal section 

of female zebra finch brain. Three staining was 
simultaneously presented: nuclei (dark blue; DAPI), 
myelinated-neuronal fibers (green; FluoroMyelin), and cell 
bodies of neurons (magenta; Nissl staining).  In the deep 
regions in the brain, we can observe broad areas of 
myelinated-neuronal fibers, and clear regional differences are 
observed in the cerebellum cortex. A little higher 
magnification image reveals cytoarchitecture in HF (Fig. 1B).  
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In HF, there is a V-shaped region with low density of DAPI 
staining. This kind of staining region was reported in the 
pigeon HF, and that region corresponds to the dentate gyrus in 
mammalian HF [2].  Furthermore, we investigated the 
cytoarchitecture of HF in detail (Fig. 1C).  At the surface of 
the HF, there are myelinated-fibers.  The direction of this fiber 
is from anterior to posterior.  This structure is almost the same 
to the parallel fibers on the cerebral surface. In the following 
section, we report the spontaneous propagation of active areas 
in HF, and this propagation may concern to the direction of 
these myelinated-fibers. 

 
Fig. 1 Fluorescent images of the brain in female zebra 
finch with low (A), middle (B) and high (C) power 
magnification.  
 
   To elucidate the neuronal connection in HF, Golgi staining 
is one choice.  Golgi staining visualizes the morphology of 
single neurons in detail, however, the staining is by chance 
and it is hard to determine the neuronal connectivity by this 
method because of its “black and white” staining image.  We, 
therefore, applied a new staining technique with the gene gun 
and several types of lipophilic fluorescent dyes (see Materials 
and Methods).  This method enables us to stain the number of 
neurons in different fluorescent colors by chance, and also 
check the neuronal connectivity between stained neurons (Fig. 
2B).  We can observe beautiful fluorescent color neurons in 
30 min after dyes are applied to the slice preparation of brains.  
Fig. 2B is a stacked image from z-sections by the confocal 

laser scanning microscope, and the thickness of the stacked 
section is about 90 µm.  There are several numbers of different 
shapes of neurons; some of them have long dendrites with a lot 
of spines, and some of them have short dendrites.  
 

 
Fig. 2 Lipophilic fluorescent dyes (upper panel) and 
confocal image of HF (lower panel).  
 

B. Activity dependent pH imaging in HF 
One of the interesting findings form pH imaging is the 

spontaneous neuronal activity and its propagation in HF.  The 
amplitude of this response is 3 to 6 % of ∆F/F, and it 
corresponds to acidification from pH7.4 to 7.3.  Finally, we 
visualized the propagation direction in several areas in HF 
(Fig. 3).  We can observe the specific regions with same 
direction of propagation in HF.  Some of them along anterior 
to posterior axis, that is corresponds to the direction of 
myelinated-axons observed specific fluorescent dye staining 
(Fig. 1B). The velocity of propagation is 44.9 ± 25.4 µm/sec, 
and it is much slower than the action potential propagation 
along the neuronal axon (~ m/sec).   
   We applied the several types of sound to female birds 
including white noise, call, pure song, reversed-song, 
combinatorial song.  We reported that some of the songs 
induced neuronal activities in HF (last year mobiligence 
annual report).  We found two types of neuronal activities: one 
is no latency and another one with long latency. Neuronal 
activities with no latency frequently show the propagation of 
active regions in HF (Fig. 4). 
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Fig. 3  Spontaneous neuronal activity and its propagation 
in HF.  The directions of propagation are represented in 4 
different colors. 

 

 
Fig. 4 Song-induced neural activity changes in female HF.  
The lower trace indicates the timing of stimulation. 

IV. DISCUSSION 
To understand the neural mechanisms in the female HF, 

static and dynamic information is prerequisite for describing 
the detailed computational model.  The static information is 
for the knowledge to the neuronal architecture in HF: number 
and types of neurons, location of excitatory and inhibitory 
synaptic connections, input and output of information flows 
among HF and also around HF areas including hearing 
systems. The dynamic information is complement for the 

static one, and it is the spatial and temporal activity of neurons. 
However, very little knowledge exits in HF of zebra finches.  
Only one exception is the cytoarchitecture study in pigeon HF 
region [2]. 

We, therefore, acquired the static and dynamic information 
concerning HF from zebra finches with several fluorescent 
imaging techniques.  The static fluorescent imaging by DAPI, 
FluoMyelin, and Nissl staining reveals the global 
cytoarchitecture in the whole brain.  We visualized sagittal 
and coronal sections of male and female brains of zebra 
finches, and it will be accessible by the internet in the near 
future.  We also found the precise brain cytoarchitecture in HF 
with the combination technique of lipophilic fluorescent dyes 
and the gene gun.  This technique is very powerful to 
investigate the neuronal connections in the narrow areas in HF, 
and we observed several types of neurons in this region. A 
possibility to cytoarchitecture in the brain is to find the higher 
structure with several numbers and types of neurons.  One of 
the examples is the hyper column in the cortex of the 
mammalian brain.  Finding of these neuronal architectures is 
helpful to understand neuronal information processing in HF. 

We have also developed the imaging system for visualizing 
neuronal activities in HF with the pH indicator.  Construction 
of a small chamber on the skull and its tight fixation decrease 
the signal to noise ration dramatically, and we can observe the 
small neuronal activity from HF in the resting.  One of the 
interesting findings is the propagation of neuronal activities 
on the surface of HF.  The velocity of this propagation is very 
slow compared to the one of the action potential propagation. 
The area of propagation is very restricted, and the function 
and meaning of this propagation is unknown.  We have to 
understand this propagation with the relationships between the 
song recognition and cytoarchitectures in HF in the near future 
for construction of the information processing model for song 
recognition. 

V. CONCLUSION 
Using a combination of fluorescent imaging techniques, we 

succeeded to visualize the cytoarchitecture of HF.  We found 
that several numbers of sub-regions in HF and massive 
myelined-fiber on the surface of HF.  From the pH imaging, 
activity of the neurons was observed during the resting and 
also presentation of songs.  The areas for these activities 
propagate on the surface of HF.  These anatomical and pH 
imaging results are useful to construct the quantitative model 
for song discrimination in HF. 
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Abstract ― Eyes catch our attention. A 
paradigm to test the implicated role of eyes in 
orienting attention toward relevant target is 
the spatial cueing task using cues such as 
gaze and arrow direction.  However, in the 
previous studies on this effect, the distance 
between the central cue and target was 
constant. In the present paper, by changing 
the distances, we examined the strength of 
attentional field elicited by central cues. We 
also compared the effects of seven cues 
(without cue, left/neutral/right arrow cues, 
and left/neutral/right gaze cues). The results 
showed two main findings; gaze cues enhance 
the attention more than arrow cues as a 
whole, and the appearance effect of the cues 
decreases as the increased distance from the 
fixation point, while the inducing effect by 
cues is independent of the distance. 
 
1 Introduction 
 

Eyes are crucial for human interactions as 
social signals. They attract our attention 
because they provide us with information 
about feelings and intentions. For example, 
eye gaze tells us whether other person looks 
at us. 

A experimental paradigm to test the 
implicated role of eyes in orienting attention 
toward relevant stimuli, is the spatial cueing 
task using cues such as gaze and arrow 
direction (Friesen and Kingstone, 1998; 
Tipples , 2002). In these tasks, where central 
gaze/arrow is used to trigger attentional 
orienting, normal subjects have repeatedly 
demonstrated faster reaction times in 
detecting peripheral targets presented 
congruently to the cue direction, opposed to 
incongruently presented targets.  

It has been reported that patients with a 
lesion in the amygdala or the superior 
temporal sulcus (STS) showed different 
results from normal subjects (Akiyama et al, 
2006a, 2006b, and 2007) In the gaze 
condition, 
patients with a lesion in the amygdale 
showed smaller congruency effects in the 
gaze condition, and patients with a lesion in 

the STS had difficulty discriminating the 
direction of gazes. However, both patients 
made less difference from normal subjects in 
the arrow condition. Therefore, gaze 
information, that is biological signal, appears 
to be processed in the amygdala and the STS, 
while arrow information, that is 
non-biological signal, in different regions of 
the brain. Besides, people with schizophrenia, 
who are thought to have lesions in these 
regions, showed similar results (Akiyama et 
al, 2008). Therefore, researches on gaze 
recognition are important as clues to 
understand the pathology of these disorders 
and to elucidate the human interaction. 

However, to date, there are few 
experiments on the changes of the visual 
attentional field elicited by arrow or gaze 
cues. For example, Handy (1996) showed 
enhanced attention within about 2.5 °from 
the direction of the cue.  Handy’s study, 
however, didn’t take into account the 
distance between the target and the cue.  

We therefore expand the measurement 
range in order to investigate the strength of 
the attentional field elicited by gaze and 
allow cues. Moreover, experiments are 
designed to separate the appearance or 
inducing effect from overall results. 
 
2. Method for measuring the attentional 
Field elicited by gaze and allow 
 

Eight elderly adults and ten students 
participated in the experiment.  

There were three conditions of seven cue 
types (without cue, left/neutral/right arrow, 
and left/neutral/right gaze). In the no-cue 
condition, we can examine the normal 
attentional field when the fixation point was 
at the center of the monitor. In the arrow or 
gaze condition, we can find out the effects of 
cue directionality. The difference between 
arrow and gaze cues is whether they are 
biological or not. 

The factor affecting reaction times (RTs) is 
not only the inducing effect caused by 
directionality of arrows or gazes but also the 
appearance effect caused by the target onset. 
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Therefore in this experiment, cues were 
designed in order to separate these effects. 

The RT difference between neutral 
condition and left and right condition 
represents inducing effects of the cues. The 
RT difference between the no-cue condition 
and neutral arrow condition represents the 
effect caused by the onset of figure 
(appearance effect of figure), while the 
difference between the neutral gaze condition 
and neutral arrow condition represents the 
effect caused by biological factors 
(appearance effect of face). 

Trial sequence is illustrated in Figure 1. 
Trials began with the onset of a fixation 
figure. The fixation figure is a cross in the 
no-cue condition, a horizontally long cross in 
the arrow condition, and a face with blank 
eyes in the gaze condition. After 675 ms, the 
left/neutral/right cue was presented on the 
monitor. Then, after 100, 300 or 700 msec 
(stimulus onset asynchrony; SOA), the target 
appeared at the randomized point on the 
horizontal line. Subjects were instructed to 
press the space bar as quickly and accurately 
as possible when the target appeared. The 
range of target locations is ±16.1 °in the 
no-cue condition and -16.1 °～-2.0 °or 2.0 °～
16.1 ° in the arrow/gaze condition. 
 
Figure 1 : Flow of experiment 
Condition 

No-cue     Arrow   Gaze 

 
    Press space key 
 
3. Results 

An ANOVA with cue type (without cue, 
arrow, and gaze) and cue direction (left, 
neutral, right) and t-test were conducted. 
Errors, defined as anticipations (RTs < 100 
ms) or incorrect responses (RTs > 800ms) 
were excluded from further analysis. These 
errors accounted for 1.2% of all the trials. 
Then, trials at the 100 ms SOAs are also 
excluded because they had less inducing 
effect (details are given in ”Difference 
between SOAs”). In analysis, we divided the 
range into six sec- tions (−16.1◦ - −11.6◦, 
−11.6◦ - −7.0◦, −7.0◦ 
- −2.0◦, 2.0◦ - 7.0◦, 7.0◦ - 11.6◦, 11.6◦ - 16.1◦), 
and RTs within each section were averaged. 
Note that the vertical axis was inverted so 
that we can see quickness as strength of 
attention. 
The main effect of cue type was significant 
[F(2, 6711) =41.24, p < 0.001]．In the no-cue 
condition, RTs within the section near the 
fixation point (0◦) were shorter than those 
near the edge (Figure 2). The average RT in 
the arrow condition was 19 ms longer than 
that in the no-cue condition [t(4447) = −8.46, 
p < 0.001] (Figure 3). In the neutral arrow 
condition, there was no significant difference 
between visual fields [t(659) =0.18, p = 0.86]. 
In the left arrow cue condition, the average 
RT in the LVF was 14 ms shorter [t(784) = 
−2.69, p < 0.01]. In the right arrow cue 
condition, the average RT in the RVF was 
11ms shorter while one of the RTs was longer 
than that in the LVF [t(784) = 1.98, p = 0.048]. 
The attention had a tendency to decrease as 
the distance from the fixation point increased. 
The comparison between cue directions 
showed no significant difference (left 
arrow:342 ms, neutral arrow:343 ms, right 
arrow:344 ms)[F(2, 2268) = 0.16, p = 0.86]. 
The average RT in the gaze condition was 
6 ms longer than that in the no-cue condition 
[t(4341) = −3.04, p < 0.01] (Figure 4). In the 

right gaze condition, the average RT in the 
RVF was 8 ms shorter [t (797) = 1.82, p = 
0.07]. In the same way as in the arrow 
condition, the attention had a tendency to 
decrease, and the comparison between cue 
directions showed no significant difference 
[F(2, 2251) = 0.89, p = 0.41]. 

120



Figure 2 

 

Figure 3 

 

 
Figure 4 

 

 

3.1 Appearance effect 
 

The effect of the target onset (appearance 
effect of figure) obtained by subtracting the 
RT in the no-cue condition from that in the 
neutral arrow condition resulted in the 17 ms 
(delay). As the distance from the fixation 
point increased, the appearance effect of 
figure decreased in the LVF but not in the 
RVF. The effect of the face target(appearance 
effect of face) obtained by subtracting the RT 
in the neutral arrow condition from that in 
the neutral gaze condition resulted in the -12 
ms in the LVF and -13 ms in the RVF 
(facilitation). The appearance effect of face 
decreased in both of the visual fields. 
 

3.2. Inducing effect 
 

We investigated the inducing effect of the 
cues by subtracting the RTs in the left or 
right cues from those in the neutral cues. The 
inducing effect of the left arrow cue resulted 
in -9 ms (facilitation) in the LVF and 8ms 
(delay) in the RVF (Figure 11). On the other 
hand, the inducing effect of the right arrow 
cue resulted in 6 ms in the LVF and the 
facilitation by -3 ms in the RVF. In contrast 
to the appearance effect, there was no 
remarkable decrease in the LVF and, there 
was some increase in the RVF. The inducing 
effect of the left gaze cue resulted in -1 ms in 
the LVF and 5 ms in the RVF. Likewise, the 
inducing effect of the right gaze cue resulted 
in 0 ms in the LVF and -5 ms in the RVF. As 
well as in the arrow cues, there was no 
remarkable decrease in both the visual fields. 
 

4. Conclusion  
 

The attention without cue was the highest 
near the fixation point and decreased as the 
distance from the center increased.  
In the left and right arrow and right gaze 
condition, there were significant cueing 
effects, which had been repeatedly observed 
since Friesen and Kingstone (1998).  

In the arrow and gaze condition, the 
strength of attentional field decreased as well 
as in the no-cue condition. This result may be 
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affected strongly by the attentional 
feature of humans, which was evident 
in the no-cue condition. 
The appearance effect of figure (the decrease 

of attention by the cue onset) is possibly a 
kind of gap effect. This term refers to faster 
responses to a peripheral target in the 
condition with offset of the fixation stimulus 
than with the condition where the fixation 
point remains visible (Dorris & Munoz, 1995) 
(Senju & Hasegawa, 2005).  

The gaze cues which have biological 
features, facilitated RT by -12 ms 
(appearance effect of face). Probably, this 
resulted from stronger interest in the human 
face and boredom with the arrow cues. 
Although similar effects were apparent in 
some studies( Akiyama et al., 2006b), they 
didn’t pay much attention to the effects of 
face because what has been discussed was 
the difference between congruent and 
incongruent condition.  
The inducing effect calculated by 

subtracting the RTs in the neutral condition 
from those in left and right condition showed 
the benefit in the congruent condition. It is 
notable that the left gaze condition, which 
didn’t have the benefit in ”overall results”, 
showed the inducing effect in the LVF. The 
inducing effect didn’t decrease and 
sometimes increased at the edge of the 
monitor. This result indicates that an arrow 
and a gaze has the information about 
direction (e.g. likely to appear to the left), but 
not about distance (e.g. likely to appear at ○ 
cm from the center). This coincides with 
Calder and Young’s model(Calder &Young, 
2005), which separates between the 
recognition of facial identity and facial 
expression (gaze direction). 
In summary, the present study expand the 

target area in the visual filed, and revealed 
the strength of attentional field (distribution 
of attention) elicited by arrow or gaze cues. 
The results supported previous observations 
and revealed several new findings; 
 

(1) In the arrow and gaze condition, 
attentional curve has its peak near the 
center and decrease monotonically 

toward the edge.  
(2) Gaze cues facilitate attention more than 

arrow cues. 
(3) The appearance effect decreases toward 

the edge.  
(4) The inducing effect doesn’t decrease 

toward the edge. 
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Abstract—Male crickets Gryllus bimaculatus 
exhibit vigorous stereotyped aggressive behavior 
when they encounter the conspecific males. This 
aggressive behavior is under modulation by 
octopamine which acts as a neurohormone, a 
neuromodulator, and a neurotransmitter through 
octopamine receptors belonging to the family of 
G-protein coupled receptor. Further studies for the 
relation between octopamine and aggressiveness 
should give deeper insight into modulation of 
peripheral and sense organ and within central 
nervous system in cricket. Therefore we designed to 
make a specific toxin to target and eliminate cells 
including octopamine-interacting protein on their 
surface. 

 

I. AGGRESSIVE BEHAVIOR 

Aggressive behavior is a complex social interaction 

influenced by numerous internal and external factors. 

Aggressiveness is widespread in the animal kingdom. 

Aggressive interaction between conspecifics are a 

common phenomenon throughout the animal kingdom, 

having been described in the lowest metazoans and of 

course in humans [1]-[3]. In mammals, noradrenaline is 

a key modulator of aggression [4]. For example 

dopamine β-hydroxylase knockout mice lacking 

noradrenaline hardly show any aggressive behavior [5]. 

The effect of noradrenaline is suggested to be biphasic: 

Slight increase in noradlrenaline level lead to enhanced 

aggressive behavior, whereas strong elevations 

suppress aggression. In arthropods, Octopamine, a 

closely related biogenic amine to noradrenaline, has 

Authors are with Kanazawa Institute of Technology, 3-1 Yakkaho, 
Hakusan, Ishikawa 924-0838, Japan (corresponding author to provide 
phone: 076-274-8264; fax: 076-274-8251; e-mail: nagao@ 
his.kanazawa-it.ac.jp).  

been proposed to have a similar function to 

noradrenaline in mammals [6]. As in insects, their 

aggressive behaviors have been studied to relate with 

octopamine-mediated neuromodulation, they are 

experimental models to understand the physiological 

basis of complex and plastic behavior [7], [8]. 

Artificial target toxin eliminating specific octopamine-interacting 
cells as a new tool for studying the cricket's aggressive behavior 

Akio Kishigami, Ken Sasaki, Yoshihide Tamori, Takashi Nagao 
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II. AGGRESSION IN CRICKETS 
In crickets, aggressive and escape behaviors have 

been analyzed the relation with biogenic amines [9]- 

[11]. When two previously isolated adult male crickets 

meet they exhibit a highly stereotyped, escalating 

sequence of motor acts that culminates in combat [12]. 

The stages denoting the level of aggression are 

distinguished as in Fig.1 [9], [12], [13]. Level 0 applies 

to interactions where both crickets avoid each other and 

show no indication of aggressive behavior.  Level 1 

describes a situation of clearly preestablished 

dominance, in which one animal retreats from an 

approaching potential aggressor.  At level 2, the 

antennae of the two contestants make contact and lash 

each other in a fashion only expressed during agonistic 

encounters.  This is followed by level 3, in which one of 

the crickets faces its opponent with broadly spread 

mandibles and then level 4 where both crickets display 

their spread mandibles. Mandible spreading is only 

exhibited during agonistic encounters between 

conspecifics. At level 5, the spread mandibles of the 

two combatants engage, each animal pushing forward 

by stemming both hind legs in the ground. At level 6 the 

animals enter a stage of all-out combat, during which 

the contestants mandibles may disengage and reengage 

several times, with intermittent sallies by each cricket to 

attack and bite the other. A fight can be concluded at any 

level by one animal retreating, and this establishes a 

clear winner and a clear loser. The established winner 

typically produces the rival song together with 

characteristic body-jerking movements.  

This aggressiveness of crickets is reduced after 

depleting octopamine and dopamine from central 

nervous system but is unaffected by serotonin depletion 

[10].  By pharmacological approach for the octopamine 

receptor in brain, octopamine has been suggested to act 

as a central neuromodulator that enhances 

aggressiveness by raising a cricket's threshold to retreat 

from an opponent, so that  it escalates further and fights 

longer [8], [10]. 

III. OCTOPAMINE AND ITS RECEPTORS IN INSECT 
Octopamine, p-hydoxyethanolamine was first 

discovered in the salivary glands of octopus vulugaris 

[14]. Octopamine can be distinguished from 

noradrenaline by the absence of a hydroxyl group at 

position 3 of the phenol ring (Fig.2).  Both 

phenolamines have functional significance in the 

central and peripheral nervous systems of invertebrates 

and vertebrates. Based on similarities in their action, it 

has been suggested that noradrenergic system in 

vertebrates [7]. Octopamine is present in high 

concentration in the peripheral nervous system, central 

nervous system and various other insect tissues [15]. 

Octopamine serves as a neurotransmitter and 

neuromodulator in both peripheral and central nervous 

systems and also functions as a circulating 

neurohormone in insects. In the peripheral nervous 

system, octopamine modulates the activity of flight 

muscles, peripheral organs (such as fat body, oviduct, 

and hemocytes), and almost all sense organs. In the 
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central nervous system, octopamine is essential for 

regulation of motivation, desensitization of sensory 

inputs, initiation, and maintenance of various rhythmic 

behaviors and complex behaviors including learning 

and memory. Octopaminergic system is mainly 

functional in invertebrate because its receptors are not 

found in vertebrates. Collective evidence strongly 

suggests that octopamine plays a major 

neuromodulatory role in insect behaviors [7], [8], [15].  

Octopamine exerts its effects by binding to specific 

proteins that belong to the superfamily of G 

protein-coupled receptors (GPCR) and share the 

structure motif of seven transmembrane domains [8]. 

They are octopamine receptors. Insect octopamine 

receptors are classified into three main classes based on 

similarities in structural and signaling properties of 

cloned fruit fly D.melaogaster octopamine receptors 

with vertebrate adrenergic receptors. Interaction of 

octopamine with its specific receptors leads to a cellular 

signal transduction cascade involving different second 

messenger systems [16]. These second messengers 

include adenosine 3',5'-cyclic mono- phosphate, 

Calcium,  inositol-1,4,5-tris- phosphate and 

diacylglycerol. Octopamine-mediated generation of 

these second messengers is associated with changes in 

cellular response affecting insect behaviors [17], [18]. 

Generally, agonist activation of a GPCR like 

octopamine receptors not only results in the G 

protein-dependent activation of effector systems, but 

also sets receptor internalization by endocytosis and 

receptor trafficking to regulate the temporal and spatial 

aspects of GPCR signaling. Endocytosis is the process 

by which cells internalize portions of their cell 

membrane along with embedded proteins. These 

membrane proteins can be recycled back to the plasma 

membrane from the endosomal compartments to be 

reused or, alternatively, follow a degradative pathway 

to the lysosomes [19]. 

IV. IMMUNOTOXIN 
Ribosome inactivating proteins (RIPs) are a family of 

highly potent protein toxins that bring about inhibition 

of protein synthesis by directly interacting with and 

inactivating the ribosomes or by modification of factors 

involved in translation, usually the elongation step. 

These toxins are known to be produced by a wide 

variety of plants.  Examples of plant RIPs include abrin, 

ricin, gelonin, momordin, saporin, etc. [20]-[23]. Type I 

RIPs are made up of the toxic subunit (A-chain) alone, 

while type II RIPs consist of a toxic A-chain and a lectin 

like subunit (B-chain) linked together by a disulfide 

bond.  The toxicity of A-chain is due to its 

RNA-N-glycosidase activity, by which it brings about 

depurination of adenine at position 4324 in the 28 S 

rRNA.  This activity prevents the formation of a critical 

stem−loop configuration, to which the elongation factor 

is known to bind during the translocation step of 

translation. The end result of this activity is complete 

inhibition of cellular translation. The role of the 

B-chain is to help in the transport of RIPs into the cells 

by binding to specific sugar residues of glycoproteins or 

glycolipids on the plasma membrane and internalization 

by endocytosis.  After the binding of  RIPs on the cell 

surface, endocytosis processes direct the molecules to 

endosomal vesicles to be sorted for further routing in 

membrane traffic system. These RIPs appear to be 

guided to the Golgi apparatus and from there to the 

endoplasmic reticulum (ER).  The RIPs molecule or at 

least its active chain must then enter the cytosol to gain 

access to the ribosomal substrate. The translocation of 

ricin to the cytosol was demonstrated to occur in the ER. 
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As soon as it was realized that some RIPs consist of two 

parts with different roles in the intoxication process, the 

idea appeared that the receptor-binding part might be 

replaced by another binding moiety, such as an antibody 

directed against a cell surface antigen. In particular, 

chimeric proteins consisting of an antibody linked to a 

toxin, which are called as immunotoxin, have been used 

to eliminate tumor cells, autoimmune cells, and 

virus-infected cells [23]-[25]. Also other binding 

molecules, such as hormones and growth factors have 

been used to direct toxins to cells of interest.  

V. PERSPECTIVE 
It is expected that a study by molecular targeting in 

combination with behavior physiology analysis, may help in 

shedding more light on the underlying molecular mechanisms 

of octopamine-mediated neuromodulation on aggressive 

behaviors in crickets. We attempted to develop a toxin 

direeting to cells including octopamine-interacting proteins on 

their surface, helping to study by manipulation disrupting cells 

with either specific octopamine receptors or proteins in 

cricket nervous system. We prepared biotin-labeled 

octopamine and avidin-conjugated saporin. After mixing with 

them, the specific toxin was purified by column 

chromatography. The toxin will examine to estimate effective 

concentration and injection region in cricket. Antibodies to 

specific octopamine receptors and transporters are candidates 

to conjugate with saporin. Future studies by using them will 

contribute to demonstrate the spatial and temporal regulation 

by octopamine relating to the escalation of aggressive 

behavior in cricket. 
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Abstract—A honeybee informs her nestmates of the location 
of a flower she has visited by a unique behavior called a 
“waggle dance.” We regard the waggle dance as a good 
model of the “propagation and sharing of knowledge” that 
maintains a society, and thus we are attempting to reveal the 
effects of the waggle dance in terms of the colony’s benefit 
using mathematical models and computer simulation based 
on parameters from observations of the bee behavior. This 
past year, we improved our mathematical model and observed 
honeybee behavior in the field to obtain detailed biological 
parameters of the waggle dance. Video analysis showed that 
most dance followers that listen to the waggle dance left the 
dancer after one or two sessions of listening. A follower 
attended to multiple dancers before her flight. Furthermore, 
we found most bees in the hive did not walk for long distance. 
In parallel to biological experiments, we also developed an 
automatic bee-tracking system by using a vector-quantization 
method, and a continuously automatic measuring system of 
environmental factors such as CO2, humidity, temperature etc. 
These will bring us better understanding of the effects of the 
waggle dance on the colony.  

 

I. INTRODUCTION 

 
IGHLY developed societies such as those of human  

beings require communication between individuals. The 
honeybee (Apis mellifera), one of the social insect species, is 
well known to have the ability to communicate with its 
nestmates, using the so-called “waggle dance” to inform them 
of the location of a food source (Fig. 1, [1]-[4]). In the waggle 
dance, the dancer moves in a straight line with her wings 
beating (waggle run), then circles back to the starting point 
without wing-beating (the return run). On a vertical comb, the 

 
 

 

direction of the waggle run (during which the dancer wags 
her body from side to side and emits sounds) relative to 
gravity indicates the direction to the food source relative to 
the sun’s azimuth in the field. The duration of  the waggle run 
depends on the distance to the food source. A few follower 
bees keep close contact with the dancer, and these bees may 
be recruited to visit the flower the dancer is locating for her 
nestmates. 

We regard the waggle dance as a good model of the 
“propagation and sharing of knowledge” that maintains a 
society, and are attempting to reveal the effect of the waggle 
dance in terms of its benefits to the colony using 
mathematical models and computer simulation based on 
parameters from observations of the bee behavior [5, 6, 7].  

Here we will report that we (1) developed our 
mathematical model based on biological data we have 
obtained so far, (2) continued the biological experiments of 
behavioral patterns of dance followers and locomotion 
patterns of bees in the hive, (3) developed an automatic 
tracking system for bee behavior in the hive [8], (4) built a 
continuous data collection system for hive environments of 
inside/outside of the hive [9].  

II. RESULTS 
 

2-1 Results of observation of dance behavior 

   Behavioral studies were done in the campus of 
Hokkaido University (Sapporo, Japan) from 8:30 am to 4 pm 
on several days between August and October, 2006 and 2007 
(temperature: 25-36 ˚C in most experiments). Honeybees, 
Apis mellifera, were kept in the beekeeping box with a queen. 
Bee behavior on the vertical comb was monitored by a video 
camera (JVC, GR-HD1), stored on a digital video tape (30 
frames/sec), and then analyzed off-line frame by frame. 
 

2-1-1  Behavioral patterns of dance followers 

Followers go out to forage after listening to several 
sessions of waggle runs. Detailed observations of dance 
followers revealed that 80% of 355 bees (for 4 dancers) 
turned away from the dancer after one or two sessions of 
waggle runs and that only 4 % of bees followed more than 5 
consecutive runs.  

Tracing a single follower for 5 minute, we found that a 
follower attended to dances performed by multiple dancers 
before flight (Fig. 2). Moreover, a follower bee followed 

Mechanism of social adaptive foraging behavior in the honeybee 
Etsuro Ito1, Hidetoshi Ikeno2, Mizue Ohashi2, Toshifumi Kimura2, and Ryuichi Okada1

1Tokushima Bunri University and 2University of Hyogo 

H 

Fig. 1 Waggle dance (left panel) and the relationship 
between the dance orientation and food source (right panel).
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dancers that have advertised completely different food 
sources (Fig. 3). It would be interesting to reveal how a 
follower makes her decision to visit a food source among 
food sources multiple dancers had shown. We will continue 
to analyze to obtain more parameters about dance followers 
for our mathematical model. 
 

2-1-2  Locomotion of bees in the hive 

We analyzed the locomotion patterns of bees in the hive, 
which is necessary for modeling basic bee behaviors. Tracing 
trajectories of locomotion for 10 sec from all analyzable 753 
bees on a side of a comb (sampling rate = 1 Hz), we found that 
walk distance for 1 sec is less than 0.4 cm in about 80% of 
7530 walks. We classified bees into 4 groups depending on 
their behavior, dancers (n = 4), followers (n = 25), movers 
that moved more than 2.5 mm in 10 sec (n = 492), and stayer 
that moved up to 2.5 mm in 10 sec (n = 232). 2.5 mm was the 
spatial resolution of our video system. We counted the 
number of “move” during 10 sec whether or not a bee moved 
more than 2.5 mm in 1 sec. The results showed that a few 
movers keep locomotion whole 10 sec but majority of movers 
showed less than 5 times.  

We also found no clear preference for the destination in 
orientation after long time (10 sec) although there was a weak 
tendency that bees move forward in a short time (1 sec).  
   

2-2  Model and simulations 

In our old model, to evaluate the effect of the waggle 
dance, we constructed a foraging model by assuming that 
honeybee foraging behavior is the result of decision-making 
after a transition through 3 states: 1) resting, 2) wandering in 
the hive, and 3) foraging. And we showed importance of 
dance for the efficient foraging [6, 7]. This past year we 
improved our model by re-classifying behavioral states into 
eight states: resting in the hive (resting), walking in the hive 
(wandering), flying for searching for a food source (scouting), 
success in finding a food source (exploiting), failure in 
finding a food source (returning), flying to a known food 
source (foraging), dancing, and following (Fig. 5). A bee will 
fly out from the hive by these transition probabilities. We 
used our own data for wandering patterns in the hive. 
Parameters for flights were used from the literature [10]. The 
comparison between a colony that honeybees can memorize 
the location of food source and a colony that honeybees 
cannot memorize showed that memory colony succeeded 1.8 
times in the number of visits at food sources as the 

Fig. 2 Dancers a follower bee followed. One follower bee 
attended to waggle runs performed by multiple dancers 
before her flight. Numbers in the ordinate indicate dancer 
identity numbers and the abscissa is the order of waggle runs 
that a follower followed. 

Fig. 4 Distributions of frequencies of “move” during 10 sec 
in four groups. Even movers rarely keep moving during 10 
sec. They did often stay rather than move. 

Fig. 3 Relative positions 
indicated by dancers in 
Figure 2. The nest is on the 
center. 

Fig. 5 Transition probabilities of our mathematical model. Bee 
behaviors were classified into 8 categories possibly relating to 
dance communication or foraging. Our old model had only 
three states (resting, wandering, exploiting). 
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Fig. 7 The trajectories of tracked individuals simultaneously. 
The area surrounded by the rectangle in the left image is shown 
in the right image. 

non-memory colony. We will continue to make behavioral 
experiments and video analysis for obtaining of additional 
parameters to construct a better model. 
 

2-3 Tracking system of multiple honeybee behaviors 
 

It is important to describe detailed movements of 
honeybees and obtain essential parameters of behaviors when 
constructing a mathematical model and performing 
simulation experiments. In general, bee behaviors were 
analyzed manually after recording by a video camera. Those 
analyses require large amounts of time and labors. We, thus, 
have attempted to develop a computer-aided automatic 
system for identifying and tracking behaviors of multiple 
honeybees [8]. 

 The developed system consists of the following three 
processes: 1) extraction of the putative regions including 
honeybee (honeybee body region) from the whole hive image, 
2) detection of individual bees from the honeybee body 
regions by the body size and the shape of a honeybee, 3) 
identifying and tracking of honeybee movements by temporal 
and spatial contextual information of individuals. 

We used 10-second movie (30 fps) for analysis and 
found that more than 500 bees (72 %) were successfully 
identified in all three tested frames that were randomly 
chosen from an original movie (Fig. 6). Next, our system 
succeeded in tracking more than 50 % of honeybees 
simultaneously and tracing their trajectories (Fig. 7). In the 
coming year, we will improve this system to extract 
automatically the necessary parameters for a mathematical 
model and simulation experiments. 

2-4 Observation system of the hive environment  

The bee foraging behavior is adaptively modulated 
against changes in an environment both inside and outside of 
the hive, i.e., CO2 concentration, temperature, and humidity. 
This year we developed an automatic measurement system of 
them to know their adaptability to the environments.  

A honeybee colony was reared in a custom-made 
two-frame observation hive (Fig. 8). The inside of the hive 
was partitioned vertically into two rooms using a porous 
metal plate. Honeybees were in one room and the temperature, 
humidity and CO2 sensors were in the other room. The outside 
air temperature and humidity were also monitored at 1 m 
away from the hive. The weight of the observation hive was 
measured by a platform scale. The behavior and 
coming/going conditions of honeybees were monitored by a 
CCD camera and a photo interrupter, respectively. All data 
were acquired with particular sampling rates [9].  

Figures 9 and 10 indicate typical changes of the hive 
environment in August 2008. The hive mass decreased in the 
morning and increased in the afternoon. The temperature 
within the hive increased during the day and decreased at 
night. At night, the hive temperature was higher than outside 
by about 3 °C. While outside humidity increased at night and 

decreased during the day, the humidity within the hive was 
stable and higher than ambient all day. The different daily 
patterns between humidity and temperature suggest that 
honeybees might control these two factors with different 
mechanisms.  

The hive CO2 concentration had two peaks in a day in 
summer; a higher peak in the early morning and a lower peak 

Fig. 8 Observation system. Temperature, humidity and CO2 
concentration in the hive were measured. Hive weight, CO2 
production and coming/going conditions were also recorded on 
a personal computer. All data were automatically acquired with 
particular sampling rates and recorded in a PC. 

Fig. 6 Identifying unmarked honeybees in a hive. The area 
surrounded by the rectangle in the left image is shown in the 
right image 
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in the evening. This might be caused by a circadian activity of 
honeybees. CO2 production in the hive was high in the early 
morning and low in the afternoon, which corresponded with 
changes in colony activities (Fig. 10). The rapid decrease in 
the hive weight following the increases in hive CO2 
production and CO2 concentration suggests that foragers have 
flown from the hive to forage. Long-term experiments by this 
system will increase our understandings of the mechanisms of 
the social behaviors of the bee, such as controls of hive 
environment as well as dance behavior. 

III. FUTURE PLAN 
 

We found that 1) most follower bees turned away from 
dancers after one or two consecutive sessions of attendances 
of dances, 2) one follower attended to multiple dancers before 
the flight, and 3) most honeybees did not walk in her hive. It 
is expected that the probability of the failure foraging is high 
because of the small number of chance to listen to such dance 
information as “ambiguous” information about the location 
of the food source. However, even if the number of listening 
of each individual is small, the colony itself would obtain 
averaged information, if the number of honeybees that fly out 
for foraging is large. Bee colonies may overcome this 
problem caused from impression information in this manner. 
This possibility is an opposite direction of the design for 
engineering products that are never allowed to fail. 

This coming year, we will incorporate biological 
parameters into our model that will be obtained by continuing 
behavioral experiments and by our two automatic measuring 
systems. We hope to propose mechanisms of adaptive 
behaviors that honeybees perform in their foraging. 

We believe that our research is not merely a topic for 
biology, and that the mechanisms for maintaining a society by 
the sharing of information will have useful applications to 
practical utility, such as, optimization and control of robots 
under a multi-agent environment. 
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Fig. 9 Hive weight, temperature, humidity, and CO2 
concentration on 7–9 August 2008. The daily cycle of the hive 
weight was revealed. The temperature in the hive changed 
synchronously with the ambient temperature. The humidity in 
the hive was kept constant. A prominent increase in the CO2 
concentration was observed around 6 am.  

Fig. 10 CO2 production and colony activity in summer. The 
CO2 production rate increased in the morning. Honeybee 
activities at 10 am and at 15 pm are shown by a grayscale 
image. 
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Abstract—Research in reward-oriented behavior has focused 
on nonsocial contexts. However, social life often requires the 
suppression of reward-oriented behavior when competing with 
a dominant peer. We address this issue by examining the neural 
activities of Japanese macaque in two tasks: (1) the human sits 
beside the monkey and at times competes for baits placed 
within their reach; (2) a monkey is handed food by a dominant 
human who may: let the monkey take the bait; deny it by 
closing his hand; or drop it out of reach. We recorded fro m the 
prefrontal cortex (PFC), caudate nucleus (CN) and the parietal 
cortex, and analyzed the activity during the preparatory period. 
In all three areas, the induced social state is an important 
modulating factor during the reward-oriented behavior. At 
least 1/3 of the modulated neurons overlap across t asks, 
suggesting that some neurons recognize social cues 
independently of the setting. 

 

I. INTRODUCTION 
Our outstanding intelligence compared with other species 

is thought to be evolutionally acquired through strategic 
communication with other individuals in the society. The 
intelligence is called social intelligence that enables us 
complex social behaviors, i.e. making and breaking alliance, 
rules, promises, misleading, misdirection, lying and 
truth-telling. Those behaviors are intentionally selected 
depending on circumstance and performed at the right 
moment when it becomes the performance the most 
effective. 

 
However, our daily social behavior does not always 

require strategic view but requires more tactical view.  What 
is the most essential social brain function is social decision 
function. Since, social brain function aims to obtain maximal 
reward while avoiding social conflict with other, deciding 
whether triggering certain action or not is primarily 
important.  But the neural mechanism of the function 
remains unknown. 

In past few years, we have devoted developing new 
experimental environment for revealing social brain function 
in monkeys. The technique, called multi-dimensional 
recording technique (MDR) combines multi-electrode 
recording technique and motion capture system that allow 
recording neural activity from multiple sites of brain and 
kinematic motion of monkeys and human experimenter 
simultaneously.  By using MDR technique, we have found 

 
1Integrated Theoretical Neuroscience Lab, RIKEN BSI, Japan, 2 

Symbolic Cognitive Development Lab, RIKEN BSI, Japan 3 ISI, School 
of Info. Science and Tech., U. of Tokyo, Japan, 4 Adaptive Intelligence 
Lab, RIKEN BSI, Japan,5 Comp Intelli and Syst Sci., Tokyo Inst. of Tech., 
Japan 

that parietal cortex and prefrontal cortex modulate neural 
activity depending on social context at the time.[1-3] Parietal 
cortex changed response pattern of self and other’s motion. 
In contrast, prefrontal cortex modulated baseline activity 
depending on social behavioral manner, whether if the 
monkey was behaving as dominant or submissive one. These 
preliminary studies forced us to reveal further mechanism of 
social decision-making. 

Research in reward-oriented behavior has been conducted 
primarily in nonsocial contexts. However, animals that form 
social hierarchies commonly suppress their reward-oriented 
behavior when competing with a dominant.  The neural 
mechanism for this social suppression remains elusive. We 
begin to address this issue by examining the neural activities 
of Japanese macaque in a task of simulated competition. 

 

II. METHOD 

Two Japanese monkeys were used for entire experiment. 
Before recording, we chronically implanted tungsten thin 

Social risk representation in primate caudate nucleus 
Gustavo S Santos1, Yasuo Nagasaka4, Kazuhito Takenaka3, Atsushi Iriki2, Hiroyuki Nakahara1,5 and 

Naotaka Fujii4  

Fig 1. Monkey and human competitors sit side-by-side and get baits 
placed by experimenter. The human competes for the baits between 
himself and the monkey. Trials are segmented into 3 Periods 
according to the motion of experimenter, human and monkey. 
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electrodes into brain that aim recording neural activity from 
prefrontal cortex (PFC) and caudate nucleus (CN). Neural 
activity was recorded from PFC and CN, when monkey was 
performing tasks, Food Grab task and GO, No-GO task. 
(Figure 1 and 2) 

 

Food Grab task (Figure 1) used in this experiment is 
similar to the one used in previous studies. In previous 
studies, two monkeys shared social environment. If their 
peri-personal spaces were overlapped, there was a conflict 
occurred between animals to get reward.  Under such 
condition, dominant monkey always took reward placed at 
conflict area, and submissive rarely received reward because 
of social suppression. In the current study, human subject 
joined the task by showing two alternative roles, one is 
dominant and the other is submissive. When the subject was 
pretending as dominant monkey, he always showed 
eagerness to take reward in conflict space. If the subject 
showed aggressive behavior, monkey seemed to take the 
behavior as dominancy, thus suppressed to take reward in 
the space under such condition. In contrast, if the subject 
showed less interest to take reward, monkey took the 
behavior as submissiveness, so that monkey altered 
behavioral mode into dominant monkey and started to take 
all of reachable reward. They always get baits placed in the 
noncompetitive space.  

In, GO and No-GO task (Figure 2), there was no 
competition like Food Grab task. In each trial experimenter 
took a reward and tried to pass the reward to monkey. In GO 
trial, experimenter passed the reward to monkey. In No-GO 
trial, experimenter moved his hand toward monkey as if he 
was going to pass reward. But at the end of the motion, 

experimenter closed his palm and denied to pass reward. In 
Drop task, experimenter moved his hand toward monkey as 
if he was going to pass reward to monkey, but dropped the 
reward through fingers just before monkey reached to the 
reward. These three conditions were separated by block. 

 

 TABLE 1 
 

III. RESULTS 
We recorded neural activity from PFC (n=128), Parietal 

cortex (n=110) and CN (n=177) in two monkeys (Table 1) 
and analyzed the activity in intervals before ('pre-motion 
intervals') and during ('motion intervals') the 
reward-reaching motions of both human and monkey.  

 
During the motion intervals, the spiking activity in many 

CN and parietal neurons is enhanced as the human stops 

competing and the monkey reaches the baits in the shared 
space, irrespectively of laterality.  Reaching for baits in the 
noncompetitive space also causes excitation, though less 
strongly both at the population and individual neuronal level.  
The difference in the excitatory effect between reaching in 
the shared space versus the noncompetitive space is largest 
in the caudate neurons. 

In contrast, the activity of PFC neurons during the motion 
intervals take a different nature. Activity of several PFC 
neurons is enhanced during the human's competitive motion 

Fig 2. Experimenter hands food directly to 
monkey in Go-NoGo Task. As the monkey 
reaches the food, the experimenter may: let 
the monkey take it (Go); close the hand 
abruptly (NoGo); or drop it out of reach 
(Drop).  Each condition occurs in blocks of 
5~6 trials.Periods used for analysis.  Intervals 
depends on the specific motions above. 
Monkey motion (M) period is defined in 
trials when the monkey makes a 
reward-reaching motion, independent of trial 
condition. 

Fig 3. A sizeable ratio from all areas had significant activity relative 
to Inter-Trial Intervals (ITI) over all periods and tasks.  Frames of 
significant motion were excluded from ITI. 
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on the contralateral side, and is inhibited during the 
monkey's reward-reaching motion on the ipsilateral side.   

 
During the pre-motion intervals, both parietal and CN 

neurons exhibit contralateral preference for the bait 
placement location.  Caudate neurons furthermore have a 
contralateral preference for the human's position.  This 
preference is maintained even during the active competition 
blocks.  We suggest that the pre-motion activity in the CN 
neurons expresses the social constraints for the 
reward-reaching motion, but is not by itself predictive of the 
monkey's motion. 

 

Then we have tested if neurons have preference to 
specific task condition in terms of social context and found it 
only in CN not in PFC and parietal cortex. Figure 4 is 
showing that CN neurons presented preference to conflict 
condition not to other non-conflict condition. The tendency 
became significant during M and H period but not 
significant during E period. And it was common in both 
monkeys.  The result suggested that CN neurons are more 
sensitive to conflict in space regardless of monkey’s social 
hierarchical status.  

 
The finding guided us to see if these CN neurons are 

responding to social pressure or loosing reward. To compare 
contribution of those factors, we compared neural response 
between GO, No-GO and Drop condition. Figure 5 shows 
that CN neurons have preference to NO-GO trial compared 
to Go and Drop trial. This finding together with preference 
to conflict space in Figure 4 is suggesting that CN neuron 

are responding more when social pressure is present.  But 

these neurons did not show response to Drop and GO 
condition. It is suggesting that CN is more conflict sensitive. 
Thus, we plotted correlation in firing rate between conflict 
trial in Food Grab task and No-GO task. Figure 5B indicates 
significant correlation between these factors. (r=0.71) 

Overall, we detected strong and varied modulations in the 
neural activity in all recorded areas due to the presence of 
the competing human, even as the monkey's behavior is not 
altered during noncompetitive trials. We shall discuss that 
the observed modulations are related to the computation of 
adequate and desirable behavior in social context, and 
suggest possible roles for each area. 

 

IV. DISCUSSION 
We performed two tasks to investigate the interaction 

between social and reward-oriented behaviors in two 
monkeys, while examining the activity in three brain areas:  
PFC, PP and CN. Sizeable ratios of neurons in all areas have 
significant task-related activity in every period. CN neurons 
are strongly modulated by human and monkey motion 
during Conflict trials relative to similar motions during 
non-Conflict trials. Comparison across tasks suggests that 
CN neurons could  indicate a general risk or uncertainty.  
The uncertainty may be related to the expected reward 
(Go-Drop modulation in Go-NoGo task), as well as to the 
social risk (Conflict-Monkey modulation in Competition 
task, and NoGo-Drop modulation in GoNoGo task). 

Fig 4. Histogram of net preference vectors for Food Location in 
Competition task.  Note strong preference for Conflict location during 
Period M (indicated by  △ ). 

Fig 5. A) Differential activity of the neurons from Fig. 4 over 
different periods. Population preference for Conflict location becomes 
significant only in Period M. B) Relation between modulation in 
Period M of Fig. 4 and modulation between Drop and Go trials in 
Period M of Go-NoGo task. The strong correlation suggests a 
common function for the CN neurons across tasks. C) Strong CN 
neuron preference for NoGo condition during period P. 
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These results suggest that CN is involved in uncertainty 
cognition related to unpredictable social environment for 
making socially correct behavior.  
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Group D: On Common Principle of Mobiligence 
Koichi Osuka, Kobe University 

 
1.Intruduction 
A common principle of Mobiligence observed in various 
living things is considered in Group D. To do so, we should 
explain the principle as objective as possible. That is, we try 
to express various phenomena in living thing by 
mathematical or physical way. Now, some hypotheses are 
going to propose in Group D. Multi-Layer, Multi-Feedback, 
Multi-Optimality of Prediction Mechanism are the examples. 
We expect that one of the common principles of Mobiligence 
is understood if these are expressible unitedly in the word of 
the mathematic. In this note, we report the results in Group D 
in 2008. 
 
2.Structure of Group D 
In Fig.1, we show the hypothesis in Group D and the relation 
between each hypothesis and the member of Group D. 

 
Fig.1 Structure of Mobiligence, and research allotment 

 
D01-01

A voluntary movement is an action that the biological system 
makes for carrying out an aim with adapting unpredictable 
environments. The aim of the movement can be acquired by 
the system having “Mi-Nashi”. As a higher constraint for 
resolving the ill-posedness in motor control, “Mi-Nashi” 
has to set practical constraints in various levels of control 
mechanisms in real time. Here, we focused attentions on the 
reaching movement and addressed the following two issues. 

 Voluntary movements controlled by “Mi-Nashi” 
created in the motor cortices (Leader:Masafumi Yano, 
Tohoku University) 

(1) We analyzed our adaptive, autonomous decentralized 
model for arm reaching motion, in which a joint command is 
determined through mobility-based interactions among joints. 
It was clarified that the model includes two different type 
controllers, i.e., 
spring/accurate ones, and 
they are switched in 
real-time depending on 
difference of mobility 
among joints.  
(2) For investigating 
characteristics of the arm 
reaching movement, we 
developed a manipulandum 
system, which is composed 

of a lightly- and compactly-designed two-link unit that 
measures the hand position and applies an arbitrary force to 
the hand, and two sliders that move the two-link unit in 2 
dimensional space. Using the manipulandum system, we 
examined how the human arm control system would adapt to 
an unpredictable environment. Fig.2. 
D01-02

We started to think of Mobiligence from motion control 
function, formulated a problem named “Problem of 
inseparability between controlled object and control law”. 
Then we clarified the existence of Embedded control law, and  
claimed that the passive dynamic walking problem is a 
example of solving the problem. 

 Discovery and development of dynamical common 
principle of mobiligence (Leader: Koichi Osuka, Kobe 
University) 

D01-03

In this year, we have been 
aiming at designing the 
hardware of Slimebot. Since 
the experimental study is 
still in the early stage, this 
paper deals with the 
locomotion of Slimebot 
consisting of only several 
real physical modules. The 
obtained results, however, 
strongly suggest that this 
hardware enables highly 
scalable adaptive 
locomotion  (see Fig.3). 

 Understanding Mobiligence from Coupled 
Oscillators with Simple Motile Function (Leader: Akio 
Ishiguro, Tohoku University) 

D01-11 Studying autonomous robots and explorative 
behaviors of flies to understand biological autonomy 
(Leader: Takashi Ikegami, The University of Tokyo) 
In order to see the mechanisms of biological/artificial 
autonomy, we studied explorative behavior of a housefly and 
a simple vehicle-like robot MIURO. A main discovery was 
that 1) chaotic itinerant behaviors in both cases, 2) anomalous 
diffusion in a fly motion and 3)  inventing the third robot 
time scale to reconcile autonomy and meaningful behavior. 
D01-12

A.Biological Approach: 
An experimental system 
with a low-speed wind 
tunnel is constructed.  
The motion and 
aerodynamic forces of 
actual butterflies are 
measured quantitatively. 
Moreover, their 
musculoskeletal structure 
has been analyzed by 
using micro-XCT image 
to clarify their possible 
active motion. 

 Emergence of mobiligence by environment- 
generation in flapping flight of butterfly (Leader: Kei 
Senda, Kyoto University) 

Fig.4 Experimental system 

Fig.3 Slimebot 
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Fig７ Measurement system 

B. Technological approach: A two- dimensional mathematical 
model is developed to achieve steady flight by focusing on 
butterfly’s attitude.  The recovery motion after a large 
perturbation has been investigated (Figure 4), and the state 
transition ability will be analyzed. Moreover, 
three-dimensional mathematical model has been constructed. 
Its validity and accuracy are examined by comparing with the 
experimental data. 
D01-13

We first investigate co-evolving dynamics in a weighted 
network of phase oscillators. It is found that this system 
exhibits three kinds of asymptotic behavior: a two-cluster 
state, a coherent state with a fixed phase relation, and a 
chaotic state with frustration. Next, to clarify a mechanism of 
episodic memory formation in the hippocampus, we made a 
model for the hippocampal CA3 and CA1. We obtained, for 
the model CA3, a successive association of stored patterns, 
which can be regulated by emergent chaotic activity of neural 
networks. We found in the model CA1 a Cantor set in the 
membrane potentials of CA1 neurons, and clarified the 
functional significance of this set in relation to episodic 
memory. On the basis of these findings, we will explore the 
essential mechanisms of neuronal systems for emergence of 
adaptation through interaction among the body, brain and 
environment.  

 A study on adaptation to environments in a 
network of dynamical elements (Leader: Toshio Aoyagi, 
Kyoto University) 

D01-14

We studied the following two topics: (1) how living bodies 
constrain and utilize their redundancy during usual 
movements, and (2) how they efficiently acquire the ability to 
manipulate their redundant bodies.(1) Authors have shown 
that typical leg swing trajectories during human walking is 
similar to the optimal one which minimizes energy cost. 
Furthermore, our 
recent result has 
shown that swing 
trajectories of 
backward 
walking and 
monkey’s biped 
walking are also 
similar to those 
minimizing 
energy cost. 
These results 
suggest that the 
minimization of 
the energy cost is an basic strategy for legged locomotion. On 
the other hand, movement trajectories of living bodies often 
show variability. We found that the variability of joint 
trajectories during monkey biped-walking are constrained so 
as to suppress the variability of the foot position in the end of 
swing phase (Fig.5). (2) Bernstein pointed out that human 
freezes their redundant actuators in the beginning of learning 
and acquires the ability to manipulate them by freeing the 
frozen degrees of freedom as learning proceeds. We took a 
simulation experiment of learning control of a redundant arm 
in order to confirm the validity of the Bernstein's hypothesis, 
and the result have suggested that efficient learning can be 
realized by freezing and freeing of wrist stiffness. 

 Basic strategy for trajectory planning in living 
movements (Leader: Jun Nishii, Yamaguchi University) 

D01-15

Plasmodium of true slime mold is a giant multi-nucleated 
unicellular organism. It crawls on environment by oscillating 
the cell thickness and conduct itself through the 
morphological change emerged by environmental signal. The 
plasmodium forms nutrient transportation network with tubes 
to maintain the giant cell body. We have analyzed the 
network topology depending on environment. In H. 20 fiscal 
year, we analyzed 
the structure of 
growing network by 
obtaining precise 
information on node 
dynamics and links 
and obtained the 
characteristics of the 
structure in 
attractive/repulsive 
environment. Our 
goal is to abstract an 
algorithm of 
adaptive behavior  by dynamical network morphology using 
a both-side analysis of experiment and theory.Fig.6. 

 Adaptive behavior and  emergence of biological 
function by environment dependent tube networks in 

plasmodial slime mold （ Leader: Atsuko Takamatsu, 
Waseda university） 

D01-16

We have developed 
a measurement system 
which makes inertia 
or elastic load. In the 
developed system, the 
process that subjects 
learn a desired motion 
is measured through 
the EMG of six 
muscles(Fig.7). 

 Measurement and Modeling of Human Movement 
Mastery Process ( Leader: Sadao Kawamura, Ritsumei- 
kan University) 
The aim of this research is to clarify the movement mastery 
process of humans. For this, we have the following two 
approaches.  
[1] Mathematical model approach                         
①We have proposed a new method which minimizes the 
energy of actuators by using adaptive mechanical stiffness 
control. It will be confirmed that a biped locomotion robot 
can  go up a slope and stairs with minimum energy 
consumption by using Passive Active Combination.    
②On a two DOF mechanism with six muscles, we will 
clarify the nonlinear mapping from a task space to a muscle 
space. Next, the characteristics of the internal forces among 
the muscles will be investigated. For this purpose, we have 
realized a numerical simulator which can show motions of 
the two DOF mechanism with six muscles.  It has been 
revealed that the mapping from a task space to a muscle 
space can become linear.       
 [2]Living body measurement approach  

 
3. Conclusion 
In this report, we described the image of of Mobiligence 
which will be constructed in Group D. And we also showed 
the abstract of the results from the members. The point of our 
policy is to describe the common principle of Mobiligence by 
using a kind of terminology of mathematics or physics. 

Fig. 5 Time profile of variability of joint 
angle during biped walking of Japanese 
monkey. 

Fig.6 Network morphology 
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Voluntary Movements Controlled by “Mi-Nashi” Created
in the Motor Cortices.

Masafumi Yano, Research Institute of Electrical Communication, Tohoku University

1. INTRODUCTION

A voluntary movement is an action that the biological
system makes for carrying out an aim with adapting un-
predictable environments. The aim of the movement can be
acquired by the system having ”Mi-Nashi”. As a higher
constraint for resolving the ill-posedness in motor control, ”
Mi-Nashi”has to set practical constraints in various levels of
control mechanisms in real time. Furthermore, for adapting
unpredictable changes in conditions of the system and the
environment, ”Mi-Nashi”should emerge from the system
itself depending on interactions between the system and the
environment, and the system have to evaluate whether the
emerged ”Mi-Nashi”would be satisfied every moments.
These are computational problems that the motor control
system, i.e., the motor cortices, has to solve during the vol-
untary movement control in the real world. Here, we focused
on the arm reaching movement and addressed the following
two issues: i) mathematical analyses of the autonomous
decentralized controller that we proposed; ii) development of
the manipulandum system for analyzing human arm reaching
movements.

2. ANALYSIS OF ADAPTABILITY OF THE AUTONOMOUS

DECENTRALIZED ARM REACHING MODEL

As a multi-joint manipulator, human arm is redundant:
the number of degrees of freedom granted by the joint is
greater than that of the hand position. The redundancy of the
arm allows the system to adapt to unpredictable changes of
environment and body-conditions. To control the movement
of the redundant arm, the controller must solve the following
ill-posed transformation problems: (TF1) determining a de-
sirable hand velocity based on the target hand position; (TF2)
determining desirable angular velocities of joints based on
the desirable hand velocity. For solving these problems, the
system needs to have respective transformation matrices that
are appropriately determined depending on the situations. So
far, we have proposed a model of the arm reaching movement
that solves the two transformation problems autonomously in
decentralized manner [1].

In our model, a respective controller was allocated for
each joint, which evaluated mobility of the joint, and com-
municated with other joints’ controllers transferring the mo-
bility information. Through this mobility based autonomous
decentralized interactions, a hand motion was coordinated in
which a more mobile joint worked dominantly and immobile
ones cooperatively. Because such joint-level motion patterns
were determined on-line, it was confirmed that the model

Fig. 1. Three-joint arm model. A: Definition of local vector for joint i
and its residual vector. B: Definition of coupling vector relating joint j and
joint i.

was capable in keeping a hand motion robustly even when
various environmental changes occurred unexpectedly.

The robust performance of our model suggests that the
transformation matrix might be created proficiently depend-
ing on the situations, but its mechanism is still unclear
because the original controllers were described in a dis-
tributed manner. Here, we transform the description of the
autonomous decentralized controllers into matrix-form de-
scription, and mathematically clarify the adaptive mechanism
of the decentralized controllers as a whole system [2].

2.1. Autonomous decentralized model

For controlling planar m joints arm, our autonomous
decentralized model was implemented as follows. First, to
carry out the ill-posed transformation (TF1), a real-time
hand command, termed as a desired hand velocity, v d, is
calculated as:

vd = Gt(xd − x), (1)

where, xd, Gt, x are a desired hand position, a gain factor,
and a current hand position, respectively.

Second, a command for a joint i, ṽdi, is determined by a
following autonomous decentralized network:

ṽdi = Πm
j �=i(1 − kj)vl

di + Σm
j �=ikjv

cj
di, (2)

where, vl
di is a component of vd that the joint i can generate

by its own rotation (we termed as a local vector, Fig.1 A),
and vci

dj is a residual component of vd, which a joint j
requests the joint i to generate (we termed as a coupling
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vector, Fig.1 B). ki is a ”mobility measure” calculated from
sensory information representing how the joint i is currently
mobile. The mobility measure is defined as:

ki = exp[−4 ln 2(‖vl
di − vi‖2 + ε1)/(‖vl

di‖2 + ε2)],
(3)

where, vi is a velocity resulted by a rotation of the joint i. ε1

and ε2 are tiny terms. When the joint i is mobile/immobile,
it approaches to 1/0.

Finally, using a simple inverse kinematics and a velocity
feedback, a desired angular speed, θ̇di, and a desired joint
torque, τdi, for the joint i are calculated as:

θ̇di = ṽdi · exi/‖ai‖, (4)

τdi = Gi(θ̇di − θ̇i), (5)

where, Gi is a feedback gain factor. As a result, Eq.
(5) represents the controller for each joint in autonomous
decentralized form.

2.2. Matrix form transformation of the proposed model

To clarify the adaptive mechanism of our decentralized
model, we transform the autonomous decentralized form of
Eqs. (4) and (5) into combined matrix forms as follows:

θ̇d =
[
KlD

−1JT +D−1J⊥TJD−1KcJ⊥T
]
vd,

(6)

τ d = J̃(θ, θ̇)TGt(xd − x) −Gθ̇, (7)

where, θ̇d = [θ̇d1, · · · , θ̇dm]T , τ d = [τd1, · · · , τdm]T ,
G =diag[G1, · · · , Gm], J = ∂x/∂θ, J⊥ = R90J (R90: a
rotation matrix), and D = diag(J TJ). J̃(θ, θ̇) is defined
as:

J̃(θ, θ̇)

≡
[
GKlD

−1JT +GD−1J⊥TJD−1KcJ⊥T
]T

.

(8)

Eq. (8) varies depending on ki in real-time, and it transforms
the desired hand velocity into the joint torque. Thus, we
termed Eq. (8) as a variable Jacobian matrix.

2.3. Characteristic property of the variable Jacobian matrix

It is obvious that the variable Jacobian matrix, J̃(θ, θ̇),
plays an important role in adaptability of our controller as a
whole system. Following mathematical analysis of the matrix
in the case of the all mobility measures as zero or one helped
us to understand the qualitative characteristics intuitively.

1) In case that the mobility measures are all zero:
When all mobility measures are zero, K l and Kc in Eq.
(8) turns out to be an identity matrix and a zero matrix,
respectively. Thus, Eq. (8) can be written as a following
simple expression:

J̃(θ, θ̇) = [GD−1JT ]T . (9)

Thus, the controller (7) can be described as:

τ d = GD−1JTGt(xd − x) −Gθ̇. (10)

The term D−1JTGt(xd − x) is an angular velocity vector.
Each component of the term is a desired angular speed of
respective joint, which corresponds to the signed norm of
the local vector of the desired hand velocity divided by each
moment-arm. Thus Eq. (10) implies that all the joints moves
independently only based on the target position and current
hand position, and consequently the hand moves spring-like
toward the target position. According to this characteristic of
(10), we term Eq. (9) as a spring-like matrix.

2) In case that the mobility measures are all one: When
the mobility measures are all one, K l and Kc in (8) results
in a zero and an identity matrix, respectively. Thus, Eq. (8)
can be written as:

J̃(θ, θ̇) = [GD−1J⊥TJD−1J⊥T ]T (11)

Thus, the controller (7) turns out to be:

τ d = GD−1J⊥TJD−1J⊥TGt(xd − x) −Gθ̇. (12)

For the matrix (D−1J⊥TJD−1J⊥T ) in (12), a following
equation holds:

� [J(D−1J⊥TJD−1J⊥Tvd)] = � vd. (13)

From Eq. (13), the hand moves in a direction of v d accu-
rately, when the joints controlled by Eq. (12). According to
this, we termed Eq. (11) as a directional matrix.

3) Emergent property of the transformation matrix: These
analyses in the two extreme cases reveal that the variable
Jacobian matrix can work in two different control modes,
i.e., spring-like and accurate directional ones. We can now
see the qualitative property of the variable Jacobian matrix
during movement, in which the mobility measures of each
joint have different values (between 0 and 1). For instance,
suppose the mobility measure of joint i is larger than those of
the other joints. Because the (i, i) component ofK l becomes
the largest, we see that the joint i is dominantly controlled by
the spring like matrix, (9), while the others by the directional
matrix, (11). Thus, it is clarified that the variable Jacobian
matrix, or our controller, has an autonomous and flexible
function, assigning two contrasting strategies, spring-like and
directional ones, to mobile and immobile joints respectively,
depending on the value of mobility measures.

With this autonomous and flexible function, our controller
acquires an adaptability to unexpected changes, such as
sudden target shift, configuration change during motion, and
partial malfunction of a joint.

In previous approaches to arm reaching movements, the
transformation matrices for (TF1) and (TF2) were considered
to be given a priori or to be learned through repetitive try
and errors. In our approach, on the other hand, mathematical
analysis shows that our controller enables to create the
transformation matrix with the adaptive function in real-time
based on sensory information. Thus, we conclude that our
autonomous decentralized approach is effective in solving the
ill-posed problems in human movement control adaptively in
the real environment.
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3. DESIGN AND DEVELOPMENT OF MANIPULANDUM

3.1. Design of manipulandum

In unpredictably changing environment, biological sys-
tems set movement goals and carry out them flexibly.
Voluntary movements can be defined as such goal-oriented
movements. Visually guided arm reaching movement is one
of important voluntary movements. In our daily life, we make
the reaching movement in various situations, e.g., grasping
an object while walking or running, grasping a moving object
while sitting, and etc. In such situations, visual information
of the target changes during movement execution. Thus,
according to such changes, the system must create control
commands in real time to successfully carry out movement
goals.

To present various dynamical environments to subjects
during arm movements, manipulators that are called“ma-
nipulandums”have been developed, and using them, mecha-
nisms adapting to environmental changes have been investi-
gated. So far, it has been thought that the control system
would adapt to the environmental changes by modifying
and adjusting its internal model of the environment trial by
trial, and consequently each sub-system for planning, feed-
forward and feed-back in the controller system would adapt
to the environment progressively. In this scheme, however, it
is difficult to understand an ability to adapt to dynamically
changing environments.

The aim of our study is to examine how we adapt ourselves
to a newly environment in one trial. We hypothesize that
it is possible to understand an adaptation process in the
early, middle, and late stages of the reaching movements,
distinctively, by measuring reaching movements under vari-
ous visual and mechanical perturbations. So, we developed
a new manipulandum system for analysing human arm
reaching movement. This system allows subjects to execute
reaching movements with lower mechanical or cognitive
load. It includes two independent mechanical servo systems,
position and force one. When a subject moves the servo-
driven grip, frictional force that a subject feels is small (only
few newtons) and subjects can move their hand natullary.
Manipulandum has the visual stimulation system using a half
mirror. There is no discrepancy between vision and body
coordinate systems.

3.2. Manipulandum setup

The manipulandum (Fig.2) includes 1) a manipulator-
slider mechanism to present a force to a subject’s hand and
to measure its position, and 2) an apparatus for presenting
visual stimuli to subjects.

1) Manipulator-slider mechanism: The manipulator-
slider mechanism (Fig.3) includes a servo driven grip, a 2-
joints manipulator, and two servo-driven sliders.

The servo-driven grip is fixed on a tip of a 2-joints
robot manipulator each driven by two DC motors. They can
be programmed so that the robot manipulator generates an
arbitrary force to the grip. So, holding the serve driven grip,
subjects can experience a newly force field environment.

Fig. 2. Manipulandum setup.

TABLE I

MANIPULANDUM SPECIFICATION

Strokes X = 1000mm, Y = 600mm
Maximum hand speed 2m/s

Maximum hand acceleration 6m/s2

Positional resolution 12.5µm/count
Hand force sensor ±60N(10%)

Hand force application range ±20N(±5%)

To study adaptation processes in such newly force envi-
ronment, it is desirable that subjects can execute motions in
a large workspace in as natural as possible especially when
any force field is not applied to the hand (i.e., null field).
To realize this, we produced the robot manipulator as light
and short as possible. Also, to compensate for the inertia
of the manipulator and to make the workspace extensive,
we designed a manipulator mounter movable; the mounter is
on two orthogonal servo-sliders in X and Y directions. The
servo-driven grip is on a base plate which is connected to the
mounter. The servo-sliders are programmed to control so that
the position of the servo-driven grip is always at the center
of the base plate. When the subject moves the servo-driven
grip, the sliders are controlled so that the base plate tracks
the subject’s hand.

This control allows the manipulator to keep unchanged
configuration relative to the base plate, so that the subject is
not forced to move the manipulator mechanisms (i.e., inertia
compensation). Also, it helps to make the hand workspace
wide-range which covers almost all area that the human
arm can reach (1000mm×600mm). In addition, because the
manipulator configuration is unchanged, programming force
field is easy because the hand force ellipse is almost un-
changed. Specification of the manipulator-slider mechanism
is summarized in TABLE I.
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Grip

Y-axis Motor

Fig. 3. Manipulator-slider mechanism.

2) Apparatus for presenting visual stimuli: The apparatus
for presenting visual stimuli consists of a LCD projector,
a frosted glass as a screen, and a half-mirror (Fig.2). The
half-mirror reflects visual stimuli projected on the frosted
glass, whereas it transmits images of the hand and the grip
of the manipulandum. So, subjects sitting in front of the
manipulandum can see the visual stimuli projected on the
screen as they are on the plane where the hand and the grip
are movable. Since this situation is very close to the natural
situation, our stimulus-presentation method does not demand
subjects to learn or acquire an apparatus-specific visuomotor
map, and consequently allows subject to participate in arm
reaching experiments without any particular training.

3.3. Measuring arm reaching movements

Using the developed manipulandum, we measured the arm
reaching movements when visual information of the hand
position was rotationally transformed at various degrees from
the original hand position (visuomotor discrepancy). The
hand position measured by the manipulandum was projected
to the upright screen (Fig.4A). Subjects were instructed to
move the hand position from a starting point to a goal point
on the screen. The starting point was fixed (red circle in
Fig.4A) and, in each trial, the target point was randomly se-
lected from eight points around the starting point (blue circles
in Fig. 3A). As visuomotor discrepancy, the hand position on
the screen was rotated around the starting point. In each trial,
the rotation was randomly selected from eight conditions (0,
45, 90, 135, 180, 225, 270 and 315 deg). The number of trials
in one session was 64 (eight targets×eight rotations). Fig.4B-
D shows typical results of the experiment, indicating that the
rotation conditions would strongly affect the profiles of hand-
trajectory and hand-velocity. To clarify how the human arm
control system would adapt to an unpredictable environment,
we are going to obtain the reaching data in various rotation
conditions and various session conditions.
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Discovery and Development of Dynamical Common Principle of Mobiligence 
－ Common Understanding of Artificial Thing and Living Thing － 
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Abstract－In this note, we discuss the stand point of re-
search of passive dynamic walking in the research of Mobi-
ligence. Concretely speaking, we formulate Embedding 
problem. This problem says that there is a possibility of ex-
istence of implicit control law in the dynamics of controlled 
object. To solve the problem, we introduce a problem of 
inseparability and a closed loop problem and show a way to 
solve the two problems. 

Key Words:  Passive dynamic locomotion, Mobiligence, 
Embedding problem, Implicit control law 

 

1. Introduction 
In this report, the role that the research of passive dy-

namic walking pays in Mobiligence research is considered. 
The phenomenon of passive dynamic walking is well 

known1). This is a phenomenon that a kind of walking ma-
chine without actuator walks down on the slight slope. This 
walking machine is so called Passive Dynamic Walker : 
PDW. See Fig.12)～5）. 

 
Fig.1 Passive Dynamic Walkers 

 
PDW is an opposite existence from current most robots 

walking with two legs which perform ZMP standard walk-
ing, active walking by the entire body full control. And 
though it is stable as a walking phenomenon,  the walking 
principles（stabilization principle） has not been completely 
clarified yet. To understand walking movement completely, 
a principle of passive dynamic walking should be unders-
tood to the same degree as actively- walking, but the goal 
has not been achieved yet. In this situation, the current situ-
ation of 6)～9) has been gradually becoming clear that stabili-
zation control law（additionally adaptive function）which 
has generated by walking vehicle（controlled object）and 
incline（environment）interference is embedded in PDW by 
experiments, simulations or theoretical analysis. We call 
this Implicit Feedback Structure 7)9). 

In contrast, organism has “Mobiligence” and the study 
on understanding and application of the mechanism is now 
proceeded10). Regarding the ability, an existence of locomo-
tion ability is premise, so it should be considered that the 

ability is based on ”motion control function”. That is to say, 
to get closer to Mobiligence, it is necessary to start with 
seeking the mechanism of “motion control function”. That 
is to say, it is necessary to do system analysis on organisms 
as control system. However, when trying to start to think of 
this problem, （stated in chapter 2.） ”embedding problem 
“appears which is difficult to be clarified by 2 essential 
problems of “indivisible problem” and “closed loop 
problem”. That is to say, to understand “Mobiligence”, it 
reaches to the thought that first, clarification of “embedding 
problem “ is necessary.  

In this report, 2 essential problems are avoided and then it 
shows that “passive locomotion” is treated as a rare exam-
ple of toehold for solving “embedding problem “. And we 
try to give a suggestion on understanding of Mobiligence 
with its toehold. 
 
2. Control System of Mobiligence System 
 As stated in the previous chapter, to understand Mobili-
gence, organisms should be taken as control system and ”
clarify control law”in it is necessary. In this chapter, to do 
this, the necessity to consider problem, ” embedding 
problem“ which exists more deeply is stated.  

Then, as Fig.2, considering a general structure of con-
trol system which can seen in control engineering, and the 
factors are applied to this figure for various organisms. 

 
Fig.2 Traditional expression of control system 

 
Then easily the following questions come out.   

[Q1] When seeing individual, which is controlled object 
and which is control law in it？  
[Q2] Can boundary of controlled object and control law, or 
discrimination against environment be clarified?  

Such questions deepen more by seeing an experiment of 
a cat whose brain has been removed shown in Fig.3. The 
cerebrum has been removed in this cat. （that is to say,  
there is no control law in a simple meaning.） In spite of 
this, walking pattern changes depending on speed of tread-
mill. CPG (central pattern generator) remains as the factors 
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in residual nervous system and an analogy that it generates 
pattern change is general. However, recently simulation that 
four-legged passive dynamic walking vehicle makes walk-
ing pattern change depending on change of inclined surface 
has been reported 5). This indicates in some ways that 
walking is feasible even without control law.  In con-
trast, a meaningful movement is performed, so it can be also 
considered that some sort of control law exists.  

 

 
Fig.3 Decerebrate cat 

 
 Based on the above consideration, if venturing to de-
scribe organisms as control system, it can be drawn like 
Fig.4. This figure is a conceptual diagram, but by drawing 
such a picture, it can be rediscovered that to understand 
control law, the existence of the part which controlled ob-
ject and control law appears to be overlapped should be cla-
rified. That is to say, the following problem will be con-
scious clearly. 
[Embedding problem] the problem of considering possi-
bility that a part of control law is embedded in controlled 
object （Clarifying if control law is embedded in controlled 
object and furthermore, if so, what kind of thing is embed-
ded）.      □ 
 

 
Fig.4 Realistic expression of control system in living thing 
 

Therefore, eventually, a conclusion is drawn that an un-
equivocal answer for this embedding problem should be 
gotten to truly understand Mobiligence. Refer to Fig.5. 

 
Fig.5 Structure of our question 

 
Problems to be covered in this study will be summa-

rized as follows. 
[Problem] On the following hypothesis, proceeding to the 
goal. 
[Hypothesis] There are many structures such as Fig.4 in 
Mobiligence system. That is to say, the problem structure 
which “ embedding problem“ is considered is the 
common composition on thinking of Mobiligence. 
[Goal] After clearing up ”embedding problem “, ”control 
law” is clarified. 
 
3. Problem Avoidance Method 

As factors which make the problem difficult to find the 
cause of “embedding problem“, the  following 2 factors 
can be cited.   
[Indivisible problem] In the motion control system of or-
ganisms, control law and controlled object is combined 
harmoniously and boundary or division of roles of the both 
is not always clear.           □  
[Closed loop problem] Originally it is closed loop system, 
so control law or controlled object itself can not be unders-
tood（identification）in principle by internal signal analysis.         

□ 
In this chapter, measures of avoiding ” indivisible 

problem” and ”closed loop problem” is considered. 
First, as shown in Fig.4, regarding that overlapping of 

control law and controlled object（additionally environ-
ment）can be seen,  2 possibilities of the cases are consi-
dered. ; 1) there is a true intersection and 2) they are ap-
pearing to intersect by observation. If so, as the result that 
some sort of the axis of rotation （movement of corres-
ponding point of sight）as shown in Fig.6 left figure can be 
assumed and a certain angle can be rotated around the axis, 
in the case that can be seen as shown in Fig.6 right figure, 
obscureness for this overlapping will disappear. That is to 
say, “decoupling “ can be achieved. Furthermore, though 
such a things have realized, in the case that it is found that a 
certain control law is still embedded in controlled object,  
we will call it ”Implicit Control Law”. And we will call 
（red）control law which has been separated as shown in 
the Figure as “Explicit Control Law” for the future. 
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Fig.6 Transformation of problem: Decoupling 

 
 Next, we consider to avoid closed loop problem. To do 
this, loop should be cut by some sort of method. Refer to 
Fig.7. In this cut, there are possibilities of a method of cut-
ting physically（anatomic level） and method of discreating 
loop by movement selection. 
 

 
 

Fig.7 Closed loop to Open loop  
 
 In any event, if operations of Fig.6～Fig.7 can be per-
formed,  it becomes easy to think of embedding problem. 
The method can be two steps or simultaneous one.(Refer to 
Fig.8)． 

However, as for level of difficulty of approach for em-
bedding problem, it can be expected to depend on which 
object/ movement will be the attention paid and it is parted 
into the following levels.  
[Level A] Noninteracting closed looping can be performed 
without decomposing an object or performing anatomic op-
eration to an object, by executing meaningful movement on 
some sort of environment. 
[Level B] If decomposing an object or performing anatomic 
operation to an object, noninteracting closed looping can be 
performed. 
[Level C] Decomposing an object or anatomic operation 
can’t be performed to an object,  so no interacting closed 
looping can’t be performed.  

 
Fig.8 One-shot transformation 

 
4. Passive Dynamic Locomotion 
 In this chapter, on considering embedding problem, （as 
the first step） Level A which is the most simple in the 
above 3 levels is considered. For this, it is necessary to find 
one meeting the following conditions out of various move-
ments （conditions）. 
[C1] It should be meaningful movement which can be per-
formed under a certain condition. 
[C2] The movement itself is stable.   
This is not necessary only one, but at least one example should 
be found.  As the result of consideration, writers think that 
“passive locomotion” is a rare example which meets the condi-
tions and suggest the following proposition. 
[Proposition] Passive locomotion avoids noninteracting closed 
loop problem and simplified model of a movement example 
which can show clearly embedding problem （Level A 
problem）．     □ 
 

 
Fig.9 An example of the transformations 

 
 Then, candidates of “implicit control law” regarding 
walking which were found from the previous studies on 
passive dynamic walking are shown diagrammatically. 
（Fig.10）．Due to space limitation,  details will be omitted 
here,  but C1)～C3)6)-9) are theoretical findingｓ based 
on  mathematical model about passive dynamic walking or 
passive running. And regarding C4)5)C5)11), the existence 
of implicit control law on four-legged PDW is suggested 
by simulations or experiments, and theoretical study about 
these is an issue in the future. 
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Fig.10 Candidates of Implicit Control Laws 
 
5. Conclusion 
 In this note, we described the viewpoint that the meaning 
of research of passive dynamic walking is deeply related to 
the core of Mobiligence research. The followings are dis-
cussions. 
   At first, we discussed the existence of implicit control 
law through studying the passive dynamic walking as an 
example. We think that though the internal of the implicit 
control law is different if the target Mobiligence is different, 
such a embedding problem is common. 

 
Fig.11 Appearance of Implicit Control Law 

 
   In this note, we use the terminology “Control law em-
bedded in the controlled object”, more precisely speaking, 
we should say “Control law that arises by contact of con-
trolled object and environment”.  That is, as shown in the 
left of Fig.11, generally speaking, control law does not ap-
pear in the controlled object itself, we can only recognize 
only if the controlled object and environment become one 
system. Therefore, depending on the situation or task, the 
same controlled object gives the deferent implicit control 
law. 
  Next, we show the three future works. 1) At first, after 
becoming clear the implicit control law, we should find the 
way for constructing the explicit control law.  And, it is 

necessary to verify that such a structure can be seen in the 
living thing. Secondarily, it is necessary to think how to 
handle the problem of Lebel B and Lebel C though the 
problem of Lebel A was considered in this report. Thirdly, 
it is necessary to handle the top layer in addition to advance 
to the whole of Mobiligence though the control rule of the 
bottom of the heap was considered here. That is, this means 
that a kind of “intelligent law” That is, there is a possibility 
that "embedding problem" exists also in this intelligence 
law and the control law, and it will be necessary to handle 
"Multiple embedding problem" in the future though it is 
necessary to think about "Intelligence law" in a certain 
meaning.  

Finally, we want to clarify the following. Firstly, we do 
not want to say that understanding the implicit control law 
is equal to the understanding the Mobiligence. I want to cla-
rify the insistence on "It is necessary to understand a impli-
cit control law clearly to understand Mobiligence". 

In the future, I want to analyze the individual results 
which had been obtained through such a viewpoint for a 
current Mobiligence research again though the implicit con-
trol rule have not become yet completely obviously. 
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Understanding Mobiligence from Coupled Oscillators
with Simple Motile Function

∼Design of a Real Physical Amoeboid Robot∼

Akio Ishiguro, Masahiro Shimizu, and Kazutoshi Gohara

Abstract— This paper discusses experimental verifications of
a two-dimensional modular robot called “Slimebot”, consisting
of many identical modules, each of which has simple motile
functions. We have so far investigated a fully decentralized
algorithm able to control the morphology of the modular robot
in real-time according to the environment encountered. One
of the most significant features of our approach is that we
explicitly exploit “emergent phenomena” stemming from the
interplay between control and mechanical systems. In order to
verify our proposed cotrol scheme, we have constructed real
physical Slimebot. Preliminary experiments suggest that this
robot enables real-time reconfiguration.

I. INTRODUCTION

Mobiligence is a form of intelligence through locomotive
function induced from the tight interplay between brain-
nervous system(control system), body(mechanical system)
and environment[1]. While there are so many types of loco-
motion in nature, we have focused on amoeboid locomotion,
which is one of the most primitive locomotive functions,
in order to capture the common principles of mobiligence
effectively. To this end, we have particularly focused on true
slime mold since it exhibits significantly supple locomotion
only with a purely decentralized control mechanism. Thus,
in this study, we intend to deal with a reconfigurable robotic
system as a model of an amoeboid locomotive function.

In the research area of robotics, various types of modular
robots have developed so far[2]-[7]. These robots, however,
have the following two issues: first, modules are normally
connected mechanically and/or electromagnetically by highly
rigid mechanisms; second, morphological alteration is usu-
ally resolved by turning into a module rearrangement prob-
lem in a centralized-planning manner. These issues lead to
the absence of adaptivity in the traditional modular robots.

In light of these facts, this study is intended to deal with an
emergent control method which enables a modular robot to
change its morphology in real time according to the situation
encountered without the use of any global information as
well as without losing the coherence of the entire system.
Based on this consideration, we have so far developed a two-
dimensional modular robot, called Slimebot[8]. In order to

A. Ishiguro is with the Deptartment of Electrical and Communication
Engineering, Tohoku University, 6-6-05 Aoba, Aramaki, Aoba-ku, Sendai
980-8579, Japan ishiguro@ecei.tohoku.ac.jp

M. Shimizu is with the Deptartment of Electrical and Communication
Engineering, Tohoku University, 6-6-05 Aoba, Aramaki, Aoba-ku, Sendai
980-8579, Japan shimizu@cmplx.ecei.tohoku.ac.jp

K. Gohara is with the Department of Applied Physics, Hokkaido Univer-
sity, Sapporo 060-8628, Japan gohara@eng.hokudai.ac.jp

realize an emergent control method, the coupling between
the control and mechanical systems of Slimebot has been
carefully designed as follows: we have particularly focused
on a functional material, i.e., a genderless Velcro strap,
and mutual entrainment between nonlinear oscillators, the
former of which is used as a spontaneous connectivity control
mechanism between the modules, and the latter of which
acts as the core control mechanism for the generation of
locomotion and ensures the scalability. Simulation results
indicate that the proposed method can induce amoeboid
locomotion, which allows us to successfully control the
morphology of the modular robot in real time according
to the situation without losing the coherence of the entire
system.

To verify the feasibility of our proposed method, exper-
iments with a real physical Slimebot are also significantly
important. Therefore, in this year, we have been aiming at
designing the hardware of Slimebot. Since the experimental
study is still in the early stage, this paper deals with the loco-
motion of Slimebot consisting of only several real physical
modules. The obtained results, however, strongly suggest that
this hardware enables highly scalable adaptive locomotion.

II. DESIGN STRATEGIES

So far, we have confirmed real-time adaptive reconfigura-
tion under the simulations(see Fig. 1). In what follows, the
design strategies introduced in this study are explained.

A. The Mechanical Structure

A two-dimensional Slimebot has been developed, con-
sisting of many identical modules, each of which has a
mechanical structure like the one shown in Fig. 2 and
3. Figure 4 shows schematic representation of the control
system for the real physical Slimebot. Each module is
equipped with telescopic arms, a ground friction control
mechanism, and an omnidirectional light-detecting sensor.
Note that the module is covered with a functional material.
More specifically, we used a genderless Velcro strap as
a practical example, since this intrinsically has interesting
properties: when two halves of Velcro contact each other,
they are connected easily; and when a force greater than
the yield strength is applied, the halves will come apart
automatically. Exploiting the property of this material itself
as a spontaneous connectivity control mechanism, we can
expect not only to reduce the computational cost required
for the connection control dramatically, but also to induce
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emergent properties in morphology control. The property of
the connectivity control mechanism is mainly specified by
the yield stress of Velcro employed: connection between
the modules is established spontaneously where the arms
of each module make contact; disconnection occurs if the
disconnection stress exceeds the Velcro’s yield stress. We
also assume that local communication between the connected
modules is possible(see Fig. 5), which will be used to create
phase gradient inside the modular robot (discussed below).
In this study, each module is moved by the telescopic actions
of the arms and by ground friction. Note that each module
itself does not have any mobility but can move only by the
collaboration with other modules.

B. The Control Algorithm

Under the above mechanical structure, now we consider
how we can generate stable and continuous locomotion. To
this end, a nonlinear oscillator is implemented onto each
module, allowing us to generate rhythmic and coherent
locomotion through the mutual entrainment among the oscil-
lators. In the following, we will give a detailed explanation
of this algorithm.
Active Mode and Passive Mode: Each module in the
Slimebot can take one of two exclusive modes at any time:
active mode and passive mode. A module in the active
mode actively contracts/extends the connected arms, and
simultaneously reduces the ground friction. In contrast, a
module in the passive mode increases the ground friction,
and returns its arms to their original length. Note that a
module in the passive mode does not move itself but serves
as a supporting point for efficient movement of the module
group in the active mode.
Creating the Phase Gradient through Mutual Entrain-
ment: In order to generate rhythmic and coherent loco-
motion, the mode alternation in each module should be
controlled appropriately. Of course, this control should be
done in a decentralized manner, and its algorithm should not

Fig. 1. : Representative data of qualitative agreements between the Slimebot
and rhythmic protoplasmic movement in the true slime mold.

Fig. 2. : Real physical Slimebot consisting of 3 modules.

(a) Oblique view (b) 3D CAD

Fig. 3. : (a)Photo of the improved real physical module. (b)3D CAD data
of the same module. The module has 7 DC motors. 6 motors of which are
for extension/contraction of the arms, and the rest is for the ground friction
control mechanism.

Fig. 4. : Schematic representation of the control system for the real physical
Slimebot.

depend on the number of the modules and the morphology of
the Slimebot. To do so, we have focused on the phase gra-
dient created through the mutual entrainment among locally-
interacting nonlinear oscillators in the Slimebot, exploiting
this as a key information for the mode alternation. Therefore,
the configuration of the resulting phase gradient is extremely
important. In the following, we will explain this in more
detail.
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Fig. 5. : The physical connection control mechanism by exploiting
genderless velcro straps.

As a model of a nonlinear oscillator, the van der Pol
oscillator (hereinafter VDP oscillator) was employed, since
this oscillator model has been well-analyzed and widely used
for its significant entrainment property. The equation of VDP
oscillator implemented on module i is given by

αiẍi − βi(1 − x2
i )ẋi + xi = 0, (1)

where the parameter αi specifies the frequency of the oscil-
lation. βi corresponds to the convergence rate to the limit
cycle.

The local communication among the physically connected
modules is done by the local interaction among the VDP
oscillators of these modules, which is expressed as:

xi = xtmp
i + ε

 1
Ni(t)

Ni(t)∑
j=1

xtmp
j − xtmp

i

 , (2)

where xtmp
i and Ni(t) represent the state before the local

interaction, and the number of modules neighboring module i
at time t, respectively. The parameter ε specifies the strength
of the interaction. Note that this local interaction acts like a
diffusion.

When VDP oscillators interact according to Equation (2),
significant phase distribution can be created effectively by
varying the value of αi in Equation (1) for some of the
oscillators. In order to create an equiphase surface effective
for generating locomotion, we set the value of αi as:

αi =

 0.7 if the goal light is detected
1.3 if the module is outer surface
1.0 otherwise

(3)

Note that except the modules detecting the goal light, the
modules on the boundary, i.e., the outer surface, have the
value of αi = 1.3. This allows us to introduce a kind of
effect of surface tension, which is indispensable to maintain
the coherence of the entire system.
Generating Locomotion: Here, we consider a control al-
gorithm exploiting the phase distribution created from the
aforementioned mutual entrainment among the VDP oscil-
lators. To do so, the two possible modes, i.e., the active
and passive modes, of each module should be appropriately

Fig. 6. : A verification of mutual entrainment among the VDP oscillators
embedded into the modules.

altered according to the phase distribution that emerges.
The timings of the mode alternation are propagated from
the front to the rear inside the modular robot as traveling
waves. In this study, the extension/contraction of each arm
of module i in the active mode is determined according
to the phase difference with its corresponding neighboring
module. Due to this, the degree of arm extension/contraction
of each module will become most significant along the phase
gradient, enabling the entire system to move toward the goal
light while maintaining its coherency.

III. EXPERIMENTAL VERIFICATIONS

Mutual Entrainment between Real Physical Modules:
Here, we have carried out the verification of mutual entrain-
ment between 3 modules arranged so as to form a string-like
shape. Figure 6 shows the experimental result. As the figures
explain, in the gray region, each module is set to α = 1.0,
thus all the oscillators will be synchronized. On the other
hand, in the white region, only module A is allowed to detect
goal light(α = 0.7), thus the phase gradient will be occurred.

Connection and Disconnection between Real Physical
Modules: We have verified the mechanism for mutual en-
trainment with two modules. As Fig. 7 shows, the oscilloators
of these modules can successfully exhibit mutual entrain-
ment.
Locomotion Generated under Different Morphology: Fig-
ure 8 shows an experimental verification of locomotion
under the change in morphology. In this experiment, we
changed the number of modules from two to three. As
the figure explains, the Slimebot exhibits highly scalable
adaptive locomotion.

IV. CONCLUSION AND FUTURE WORK

In this study, we have developed a real physical modular
robot that enables to control its morphology in real time
by explicitly exploiting emergent phenomena stemming from
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Fig. 7. : A verification of connection mechanism.

Fig. 8. : Experimental verification of locomotion with the change in the
number of modules. See from (a) to (c).

the interplay between the control and mechanical systems. To
this end, we have implemented a functional material (i.e.,
genderless Velcro strap) and a locally-interacting nonlinear
oscillator (i.e., VDP oscillators) into each module, the former
of which was utilized as a spontaneous connectivity control
mechanism and the latter of which as a core mechanism for
generating locomotion.

The experiments conducted suggest that our modular robot
Slimebot is highly promising, which can be summarized as:
(1) while each module is simply controlled with the VDP
oscillator, adaptive reconfiguration can be self-organized ac-
cording to the situation encountered; and (2) the spontaneous
connectivity control mechanism provided by the functional
material was fully exploited.

In this paper, we have proposed another real physical
Slimebot module driven by DC motors. However, a few new

modules have been constructed by now. On the other hand,
we have so far found an interesting phenomenon through
the simulations: the Slimebot exhibits significant cohesive
force inside effective to maintain the coherence of the entire
system as the number of the modules exceeds a certain
critical number; and this critical number exists around 10
modules. Considering this fact, experiments conducted with
more than 10 real physical modules are extremely important.
This is currently under investigation.
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Abstract: By designing a robot and analyzing
behaviors of a housefly, we discuss the mean-
ing of autonomy in artificial and natural sys-
tems. This project is an experiment-oriented
research study based on our theoretical ideas
of autonomous systems. Three findings are re-
ported in the experiments: 1) anomalous diffu-
sion and 2) chaotic itinerancy are observed in the
exploration motion of flies [4], and an interme-
diate third time-scale is introduced for a robot
manipulation[1].

1 A New Principle

A difference between living and non-living is the
presence of autonomy. Autonomy is necessary
for agents to take actions and become cognitive.
Whereas a complex machine cannot create its
own motivation or behavior without being con-
trolled from outside by a designer, simple or-
ganisms can decide what to do and see spon-
taneously. In this sense, living systems are au-
tonomous compared to systems made up of non-
living matter. Understanding autonomy is thus
important in perceiving differences between liv-
ing and non-living.

Over the last 20 years, people have studied
autonomy through the design of autonomous
robots. For example, R. Brooks proposed a ”sub-

sumption architecture” as a design principle and
created several artificial creatures. R. Pfeiffer
also created new kinds of autonomous robots
including a distributed tile system. In Japan,
Yasuo Kuniyoshi is studying human develop-
ment through the design of a baby robot, and
Jun Tani has been exploring autonomous naviga-
tion robots controlled by a recurrent neural net.
In the field of experimental biology, Greenspan
et al. studied the electro-physiology of flies,
and Kristan studied the autonomous behavior
of leeches. Nevertheless, we still have almost no
design principles for producing autonomous be-
haviors. This project seeks new principles for
understanding autonomy in living systems.

In previous studies, we proposed two guiding
principles for simulating autonomy from artifi-
cial life studies. One is a form of self-tuning
sensoricoupling referred to as ”autonomous cou-
pling” (AC) [7], and the other is chaotic itin-
erancy induced by self-movement, referred to
as ”Embodied Chaotic Itinerancy” (ECI) [6].
AC tunes the strength of the connections be-
tween sensors and internal neural states. Using
this mechanism, we designed an agent to dis-
tinguish between different blinking frequencies
of light sources. We also designed an ECI mo-
bile agent with the FitzHugh Nagumo equation
to demonstrate spontaneous motion switching
from one style to another, with corresponding
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changes in internal dynamics. An agent receives
its input from the environment when its inter-
nal state is chaotic and behaves independently
from the environment when the internal state is
periodic. We say that ECI realizes AC by the
self-organized chaotic dynamics.

Based on these ideas, we develop the idea of
autonomy in both natural and artificial systems,
which is the aim of this project. Autonomy is
no more mere randomness driven by a chaotic
dynamics. Our concern should be with embod-
iment that mediates autonomy. Embodiment
does not simply mean possessing a physical body,
but must also incorporate the coordinated self-
organization of behavior structures. This project
will use a robotic experiment and a fly experi-
ment to test this idea. Specifically, we are car-
rying out two experiments.

2 Methodology

ECI was tested with an agent on the 2dimen-
sional grid pattern (fig.1). As we see in the
figure, the agent switches from one style to an-
other. We applied the idea of ECI to a commer-
cial robot called MIURO, who plays music from
an ipod on its top and synthesizes dance styles
(Fig 2) . In order to examine the ECI idea in
a natural system, we analyzed the explorative
behavior of a fly in a shallow closed cage (Fig.
3).

For our first year plan: 1) We use a robot
(MIURO) to study how a robot generates au-
tonomous movement. Miuro plays music and its
movement pattern is controlled by a remote PC.
We have designed the program that generates
ECI with MIURO. 2) We conduct animal exper-
iments using the Drosophila and the housefly in
a cage. Sugar drops are placed in several places

Figure 1: ECI trajectory in this time step the
agent indicating [6]

in a cage and we quantitatively study the explo-
ration patterns of the flies. Using a Drosophila
mutant with a different memory capacity, we an-
alyze the relationship between movement and
memory capacity. We also examine the effect
of communication between two flies on their re-
spective exploratory patterns.

3 results

3.1 Experimental Robotics

Miuro is a robot with a circular body and two
wheels, and speakers on either side. Murio gen-
erates ”Dancing” patterns in response to the mu-
sic played. In addition, visual information is
available by CCD camera and the robot also
has four IR sensors equipped with tactile sen-
sors. A remote PC controls the robot, altering
its dancing style in response to the music [1, 2].
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Figure 2: Appearance of the robot MIURO [1]

Figure 3: A trajectory of a house fly in a cage
[4]

We introduced a third time scale in the robot.
Whereas the time scale of the transition period
of the neural network is set at around 5msec,
the robot and computer need about 100 msec
to communicate. Directly connecting these two
time scales would not allow for any correlation
between music and movement. Thus about 30
msec is needed to sample the state of the neu-
ral network and use this state to create a move-
ment. We also generate dynamics of creating
and breaking the relationship between dance and
music, which is chaotic itinerancy. We also plan
to use the mutual information metric to charac-
terize this chaotic itinerancy [2].

This internal time scale issue was critical for
detecting agency from an external (observer)
point of view. This third time scale, artificially
introduced to the system, can thus be consid-
ered an important ingredient in design agency.
Actually, we have tried different sampling rates
and found that the dancing behavior is highly
sensitive to this time scale.

3.2 Experimental flies

Exploration activities of a fly were observed with
video systems in the experiment using flies and a
glass cage. The cage (47cm square, depth 2cm)
is used and fly walks around the cage. We take
a video recording and analyze it with R software
for statistical analysis using the Autoregression
(AR) method. By using this method, we are
able to explore changes in the number of degrees
of freedom of movement, and discovered anoma-
lous diffusion in the fly’s walking pattern. Also,
using a mutant of Drosophila with a smaller stor-
age capacity, we studied how movement pattern
changes, but the memory capacity did not alter
the pattern [3]. Also, the flies show anomalous
diffusion with or without food [4]. Surprisingly,
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the exploration pattern is not altered if there is
another fly in the cage. This point will be further
pursued in the next year.

4 Future directions

In addition to the above findings, we also devel-
oped a study of active perception [8, 9] through
the creation of artificial tactile sensors, and the
study of organizing processes of autonomy in an
evolutionary context, for example through the
design of behavioral adjustment between body
and environment in the study of homeodynamic
vehicles [5]. We also studied the effect of body
shape in organizing primitive perception [10].

Regarding directions of future research, the
following are noteworthy:

1) In natural and artificial systems, we study
”robustness” in order to consider and discuss the
meaning of action as coordination dynamics to
the environment.

2) In natural and artificial systems, we con-
sider ”online learning” by considering a more
open environment, to discuss the meaning of the
act as an adjustment between a body and the
environment.
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I. INTRODUCTION 

 

A. Objective 
The flapping flight of butterfly is an example of 

Mobiligence in which the environment is the generated 
flowfield.  Actually, it essentially has the same structure with 
other Mobiligence subjects, e.g., (a) to emerge the 
mobiligence from the interaction of the nervous system, body, 
and environment, (b) to utilize the dynamic nonlinearity of the 
interaction between body and environment, and so on.  This 
research analyzes the mechanism to emerge butterfly's 
Mobiligence, i.e., the adaptive function in flapping flight of 
butterfly, from the viewpoint where the environment as the 
flowfield with vortex street induced by the flapping effects on 
the stability and/or maneuverability.  This study aims for 
contributions to clarify a dynamics principle of Mobiligence 
in common with other various subjects and to create a new 
area of Mobiligence by the environment-generation.  
Concretely, this study investigates the following two issues by 
the biological analysis through experimental observations of 
living butterflies and by the systems engineering or synthetic 
approach: (1) relation between the sensor input and the body 
response, and (2) effects of the environment (flowfield) to the 
control mechanism that achieves the stable flight and 
maneuver.  The above is the target during the period of this 
study.   

B. Summary 
This research project has carried out the following items, 

where “A” and “B” are the biological approach and 
engineering approach, respectively.  Relating achievements 
are listed in references [1]-[16].   

A1. Breeding  In order to provide the butterflies, 
Parantica sita niphonica, ordinarily, it is established that to 
breed from eggs to imagoes by the breeding equipment of 
Osaka Prefecture University, where the eggs are collected 
from the outdoors female imagoes.   

Kei Senda is a Professor of Department of Aeronautics and Astronautics, 
Graduate School of Engineering, Kyoto University, Yoshida-Honmachi, 
Sakyo-ku, Kyoto 606-8501, JAPAN (phone: +81-774-38-3960; fax: 
+81-774-38-3962; e-mail: senda@kuaero.kyoto-u.ac.jp).  

Makoto Iima is an assistant professor of Research Institute for Electronic 
Sciences, Hokkaido University, Sapporo, Hokkaido 001-0020, JAPAN.   

Norio Hirai is an assistant professor of Entomological Laboratory, 
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University, Sakai, Osaka 599-8531, JAPAN.   

A2. Experimental observation  An experimental system 
with a low-speed wind tunnel is constructed to measure the 
motion and aerodynamic forces of actual butterflies 
quantitatively.  The acquired experimental data are used to 
evaluate the accuracy of numerical simulations.   

A3. Anatomical observation Anatomical understanding is 
advanced by using micro-XCT images to clarify their possible 
active motion.   

B1. Analysis using 2D mathematical model   A 2D 
(two-dimensional) mathematical model is developed to 
achieve steady flight by focusing on butterfly’s attitude.  The 
recovery motion after a large perturbation has been 
investigated, and the state transition ability, maneuverability, 
will be analyzed. 

B2. Construction of 3D mathematical model  A 3D 
mathematical model is constructed to analyze the stability of 
actual free-flying butterflies and so on.  Its validity and 
accuracy are examined by comparing with the obtained 
experimental data.   

II. EXPERIMENTAL OBSERVATION OF FLAPPING BUTTERFLY 
An experimental system with a low-speed wind tunnel 

(Figure 1) is constructed.  The motion and aerodynamic forces 
of actual butterflies, Parantica sita niphonica, are measured 

Emergence of mobiligence by environment-generation in flapping 
flight of butterfly 

Kei Senda, Makoto Iima, and Norio Hirai 

 
Figure 1: Experimental system 
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quantitatively (Figures 2 and 3).  The butterfly is put into the 
wind tunnel, and the flapping-of-wings motion in the flow is 
captured by three high-speed video cameras.  The joint angles 

of butterfly are calculated from the measured positions of 
typical points on the body in video images.  Simultaneously, 

 

 

 
Figure 3: Measured aerodynamic forces of flapping  

(mainstream 1.5m/s, attack angle 30 degrees)   
 

Figure 4: 3D images reconstructed with micro-XCT 
images of Parantica sita niphonica 

 
Figure 2: Measured motion of flapping butterfly 

(mainstream 1.5m/s, attack angle 30 degrees)   
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the forces applied to the butterfly, i.e. lift L, drag D and 
pitching moment M, are sensed by the measure.  There is a 
smoke wire for airflow visualization.  

Figures 2 and 3 show the motion and forces for one flapping 
cycle.  The butterfly repeats this cyclic motion in a constant 
period when it continues the periodic flapping motion.  
Measured aerodynamic forces are also cyclic during the 
motion.  The flapping angle is a cosine-like curve.  The 
abdomen angle is also a sinusoidal curve, but is out of phase to 
the flapping angle.  Even if we change the experimental 
condition and/or the individual, they keep similar smooth 
cosine curves.  On the other hand, there are some data changed 
by the experimental conditions.  It indicates that they change 
their motion to control actively.  

III. ANATOMICAL OBSERVATION OF BUTTERFLY 
To clarify the possible flight movements, morphology of 

thoracic muscles of a danaid butterfly, Parantica sita 
niphonica are investigated using the micro-XCT 
(Comscantecno ScanXmate-A080S).  The x-ray tube voltage, 
the tube current, and the minimum resolution (i.e. slice width 
and pitch) are adjusted 70 kV, 90 mA, and 18 μm, respectively. 
Three-dimensional images are obtained by the software, 
Analyze.  The images are examined and muscles observed are 
identified referring to the published thoracic skeletal structure 
and musculature of a papilionid butterfly, Luehdorfia 
japonica (Emoto, 1983).  As a result, major indirect flight 
muscles including dorsal longitudinal muscles and 
dorso-ventral muscles of this species are identified (Figure 4). 
Some direct flight muscles such as basalar muscles and 
subalar muscles are also observed.  Further observations of 
muscles around the basalar sclerite are needed to understand 
the detailed wing manipulation.   

IV. DISCUSSION USING 2D MODEL 
We constructed two-dimensional models to analyze flight 

stabilization and maneuverability. These results will be useful 
for further analysis.   

Insects create the environment due to vortices generated by 
flapping wings. They fly freely by interaction between wings 
and such environment, which is a characteristic for the insect’s 
flight.  Understanding such properties of such environment 
will be of great use. We proposed a theory of flapping flight 
using vortices [3][7][8].   

A simple model described by ordinary differential 
equations was analyzed to obtain candidates of appropriate 
solution for flapping flight.  A bifurcation-tracking software 
was used, and we tried to determine the solution from a trivial 
solution obtained at a different parameter.  Currently this 
approach is not successful because we found too many 
bifurcation processes before we reach to the solution. In the 
case of analysis for strong interaction between convection 
cells [5], several techniques were shown effective, that is, 
focusing on the qualitative change under parameter change or 

imposing symmetry on the phase space.   
Based on this knowledge, we constructed another model 

with a restriction to achieve stable flight.  The constructed 
model achieves stable flight in wide ranges of parameters. 
Therefore, maneuverability analysis in terms of the role of 
environment will be possible.   

Currently we are studying the recovery process from the 
state in which a large perturbation is added at some time. An 
immediate recovery from the perturbed state is observed with 
the help of the vortices.  We will tune the model parameter to 
compare the experimental results. 

V. DISCUSSION USING 3D MODEL 
The 3D mathematical model using a panel method has been 

constructed, where the panel method is a kind of vortex 

 
Figure 6: An example of the recovery from a perturbed 

state to the steady state.  Velocities of the 
center-of-mass are shown as a function of the 
time measured by the flapping periods.  A quick 
recovery is observed.   

 
Figure 5: Two-dimensional flapping model.  Angle α(t) 

is a given function of time.  Position of the center 
of the wing (x, y) moves according to the 
equations of motion under the hydrodynamic 
force.  
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methods.  Its arithmetic precision has been improved by 
modification in the computer code because there was a 
situation in which the precision decreases.   

The motion of the actual butterfly in Figure 2 is substituted 
into the mathematical model of the butterfly.  Its aerodynamic 
forces are illustrated in Figure 3 with the experimental result.  
The numerical simulation result is comparatively in agreement 
with the experimental data.  The improvement is to be 
continued because the error in drag is larger than that in lift.   

Figure 7 shows video images of the flow around a butterfly 
visualized by a smoke wire.  Figure 7 also shows the flowfield 
calculated by the 3D model.  It is understood that the complex 
flowfield is formed by the flapping-induced free vortex in 
wakes from the experimental result.  The numerical simulation 
almost catches the flowfield of the experiment.   
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Figure 7: Experimentally visualized flow of flapping 

Parantica sita niphonica (left) and numerical 
simulation using 3D mathematical model (right) 
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A study on adaptation to environments in a network of dynamical
elements

Toshio Aoyagi, Graduate School of Informatics, Kyoto University
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Abstract— To realize high adaptability to the environment
for the survival, the animal has to decide the optimal action,
for example, to walk to the better environment. The central
nervous system is an extremely efficient information process-
ing device for this purpose. Therefore, we need to clarify
the essence of the underlying mechanisms. The key feature
is that the state of neurons at the nodes and the synaptic
weights interact with each other via learning mechanisms. As
such a system, we first investigate co-evolving dynamics in
a weighted network of phase oscillators. It is found that this
system exhibits three kinds of asymptotic behavior: a two-
cluster state, a coherent state with a fixed phase relation, and
a chaotic state with frustration. Next, to clarify a mechanism
of episodic memory formation in the hippocampus, we made
a model for the hippocampal CA3 and CA1. We obtained, for
the model CA3, a successive association of stored patterns,
which can be regulated by emergent chaotic activity of
neural networks. We found in the model CA1 a Cantor set
in the membrane potentials of CA1 neurons, and clarified
the functional significance of this set in relation to episodic
memory. On the basis of these findings, we will explore the
essential mechanisms of neuronal systems for emergence of
adaptation through interaction among the body, brain and
environment.

I. INTRODUCTION

The central nervous system is an extremely efficient
information processing device to realize high adapt-
ability to the environment for the survival. As the
underlying mechanisms, the synaptic plasticity such
as Hebbian learning is very important[1], [2]. This
activity-dependent synaptic plasticity is based on the
memory function. In this context, we have mainly
studied two closely related subjects.

The first one is to elucidate the types of behaviors
that can emerge in neuronal systems with various lean-
ing rules and the functional role played by the evolution
of the synaptic weights. Among many typical types of
behavior, limit-cycle oscillation is widely observed in
real neuronal systems, and coupled limit-cycle systems
often generate a rich variety of collective behavior. Fur-
thermore, limit-cycle oscillation is structurally stable,

and it can be described by a simple model of phase
oscillator that is mathematically tractable. Therefore, it
is reasonable to first consider a limit-cycle oscillator as
the dynamical unit in the neuronal network1.

The other is to clarify a neural representation of
input temporal sequence of spatial patterns in the
hippocampus. For this purpose, we have tried to extract
a dynamical law embedded in the neural dynamics.
In the model CA3, chaotic itinerancy plays a role
in producing a sequence of memory patterns. In the
model CA1, such a sequence can be encoded into
a Cantor set, being regulated by self-organization of
affine transformations. To substantiate these things, we
also conducted an experiment, using rat hippocampal
slices, collaborated with Tsukada’s laboratory in Tama-
gawa university. The experiment proved the presence of
affine transformations and a hierarchical clustering of
responsive membrane potentials, indicating the creation
of Cantor sets. In the following, we describe attractors
which can be a basis of chaotic itinerancy, and show an
example of chaotic itinerancy in neural networks. We
further describe dynamic behaviors of CA1.

II. CO-EVOLUTION OF PHASES AND CONNECTION

STRENGTHS IN A NETWORK OF PHASE

OSCILLATORS

We first investigate the co-evolving dynamics in a
weighted network of phase oscillators, in which the
phases of the oscillators at the nodes and the weights
of the links interact with each other. Depending on the
nature of the evolution of the coupling weights, this
system can exhibit three distinct types of dynamical be-
havior: a two-cluster state, a coherent state with a fixed
phase relation, and a chaotic state with frustration(See
figure 1). This system exhibits a two-cluster state and
a coherent state with a fixed phase relation when the
dynamics of the weights are qualitatively similar to
typical learning rules in neural network specified by
the Hebbian and the spike-timing dependent plasticity
rules, respectively. A chaotic state is realized in the
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Fig. 1. A schematic illustration of co-evolution of both phase
oscillators and network connections. 1. The phase pattern causes
the structure of the weighted network to change. 2. The change
undergone by the weights causes a new phase pattern to appear. 3.
The change of the phase pattern results in further modulation of the
weights of the network. 4. This process repeats. Note that in the
actual process the phases and connections co-evolve simultaneously,
not in a step-by-step manner.

case that the dynamics of the weights and phases are
frustrated(See figure 2). A more complete characteri-
zation of these three states is provided by the mutual
information between the initial and final phase patterns
and the entropy of final phase pattern. As a result, the
mutual information is largest for the coherent state.
Because the mutual information is the information that
the initial and final states share, the initial phase rela-
tionship among the oscillators is most easily inferred
from the final one in the case of the coherent state. This
suggests that the coherent state can be interpreted as
representing a memory of the phase pattern. In context
of neural networks, which represent a typical example
of the type of co-evolving system to which our model
may be applicable, such sequential neural activity em-
bedded in a network organized under STDP learning,
has been studied both theoretically and experimentally
with regard to the temporal neural coding. For the two-
cluster state, the situation is qualitatively similar, except
that the entropy is much smaller. This is because the
allowed states of an oscillator belonging to the two
clusters is restricted to only two possibilities. Therefore,
this state is capable of representing a memory of binary
data. As stated above, this state is organized under a
kind of like-and-like rule. For the chaotic state, the fact
that the mutual information vanishes implies that the
information regarding the initial state is lost with time,
and the fact that entropy is close to maximal suggests
that the system wanders over all or nearly all possible
phase patterns. Even though at the present time we
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Fig. 2. Phase diagram of anN oscillators system (N=200). The
asymptotic states appearing in the regions depicted are a two-cluster
state, a coherent state with a fixed phase relation, and a chaotic
state with frustration. For three typical simulation results, the time
evolution of the order parameters and the normalized rate of change
averaged over all weights, the distribution of the phaseφi at t =
1000 (The inset displays the auto-correlation function of the phase
pattern), the weight matrixki j in the final state (t=1000) are shown.
The indicesi and j of oscillators are arranged in order of increasing
phase. The parameter value isε=0.005, and the initial conditions for
ki j were chosen randomly from a uniform distribution on[−1,1].

cannot give an example of this kind of chaotic state
observed in real systems, we believe that such chaotic
behavior will be seen in some type of co-evolving
systems when compared with our model.

III. CA1 MODEL AND CANTOR CODING

A. The definition of attractors

First, we introduce a conventional definition of at-
tractor.

a) : Definition (Geometric attractor)
Let M bea compact smooth manifold. Letf : M→M

be a continuous map onM. A trapping region is defined
as a subsetN of M, satisfying f (N)⊂ inter(N), where
inter(N) is an interior ofN. For the trapping regionN
of M like this, A = ∩∞

n=0 f (n)(N) defines an attracting
set. A geometric attractor is a minimal attracting set,
that is, an attracting set satisfying topological transitiv-
ity is a geometric attractor, which is simply called an
attractor.

b) : However, the above definition of attractor
cannot be applied to some class of dynamical behavior,
which is typically produced by the following dynamical
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system.This dynamical system is essentially the same
as that provided by Milnor, i.e. a dynamical system
producing a different attractor from a geometric attrac-
tor [7].

c) : Criticality to intermittency [6]
Let f be at least aC1 map onR, f : R→R. We use

the following map,f , defined on the unit interval inR.

xn+1 = f (xn) mod1 (xn ∈ [0,1),∀n≥ 0), (1)

f (x) = x−ω cos(2πx)+ω, ω =
1
2
. (2)

The stability of the fixed points of the map is neu-
tral, i.e. indifferent, which is a typical nonhyperbolic
dynamical system. That is, a perturbed system in
neighborhoods of these fixed points begins from the
second order. In this example, there is no trapping
region of the fixed points because there are orbits
departing from the fixed points in these neighborhoods.
Thus, the fixed points are not geometric attractors. The
orbits starting from the pointsx0 ∈ [0,1) are eventually
absorbed in either fixed point. Therefore, it is plausible
to think that the fixed point like this is an attractor in a
different sense from the conventional one. In this way,
the concept of attractor must be extended to include a
measure-theoretic concept. The direction that Milnor
showed is this type of conceptualization. A Milnor
attractor [?], [7] is defined as follows.

d) : Definition (Milnor attractor)
Let M be a phase space, andB a set. A basin-like

region of B is defined as follows:ρ(B) = {x|ω(x) =
B,x ∈ M}. A Milnor attractor is defined as a setB
satisfying the following two conditions.

1. µ(ρ(B)) > 0, whereµ is a measure equivalent to
the Lesbegue measure.

2. There is no true subsetB′ of B such that
µ(ρ(B)\ρ(B′)) = 0.

e) : In this way, the condition that all orbits in a
neighborhood of the attractor should be absorbed into
it is not necessarily demanded. A positive measure of
orbits converging onto an attractor is demanded. This
implies that there could be orbits leaving an attractor.
Thus, a geometric attractor is a Milnor attractor, but
not vice versa.

B. Chaotic itinerancy in neural systems

We have also proposed a simple neuron model with
two variables, theµ- model [8].
µ-model: (class I*)

Chaotic 

Itinerancy

distance from invariant subspace

Fig. 3. A typical chaotic transition between synchronized
and desynchronized states in the gap junction-coupledµ-
model.Top-left:on-off intermittency, Top-right: chaotic itinerancy.
Bottom:Random transition between on-off intermittency and fully
developed chaos.





dx
dt

= −y−µx2( x− 3
2

)+ I

dy
dt

= −y+ µx2.

(3)

We found a chaotic transition between synchronized
and desynchronized states in the gap junction-coupled
µ-model that has similar symmetry to the one men-
tioned above, that is, the whole synchronized state
constitutes an invariant subspace (See figure 3). Based
on numerical studies, we have further proposed a
hypothesis that this transition can be described as CI.

C. Cantor coding in CA1

We studied an abstract CA1 model and found the
Cantor coding [10]. Furthermore, to investigate the
biological plausibility of this idea, we investigated a
biology-oriented model that represents the physiolog-
ical neural networks of CA1. For a single neuron
model, we used a two-compartment model proposed
by Pinsky and Rinzel [9], which produces quite similar
dynamics for the membrane potentials of an actual
hippocampal neuron. The input consists of a given
number of spatial patterns. We investigated the dy-
namic behavior of membrane potentials produced by
the model CA1 neurons. In both subthreshold and
superthreshold dynamics, we found Cantor sets. Fur-
thermore, the distribution of membrane potentials for
the model CA1 neurons obeys a bimodal distribution
whose minimum corresponds to the neuron’s threshold.
This result may indicate the possibility of decoding the
information embedded into Cantor sets by means of a
pulse train output from pyramidal cells.
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At the next stage, we investigated a mechanism of
the production of Cantor sets in the membranes? We
observed a set of affine transformations, by taking
return maps of the membrane potentials of neurons
whenever each elementary pattern in input time series
appears. Thus, if we find a set of affine transformations
as a basis of IFS in experiment, this can be an evidence
of the presence of Cantor coding.

To substantiate these things, we conducted an exper-
iment, where we investigated whether Cantor coding
can be realized in the actual neural system of the
hippocampal CA1. We used rat hippocampal slices and
presented electric stimuli to the Shaffer collaterals of
pyramidal cells in CA3, with these collaterals making
synaptic contacts with pyramidal cells in CA1. The
electric stimuli used consisted of random time series
of spatial patterns. We observed a set of contractive
affine transformations in a return map [14], as well
as a hierarchical clustering of the membrane potentials
of a CA1 neuron [13], which apparently indicate the
production of Cantor sets in CA1 neurons.

IV. CONCLUSIONS AND FUTURE WORKS

In summary, we have first investigated co-evolving
dynamics in a weighted network of phase oscillators in
which phase oscillators at the nodes and the weights
of their links interact and co-evolve. We found that
this system exhibits three distinct types of dynamical
patterns: a two-cluster state, a coherent state with a
fixed phase relation, and a chaotic state with frustration.
Because of its structural stability, it is believed that our
model captures the essential characteristics of a class
of neural networks. Next, to clarify a mechanism of
episodic memory formation in the hippocampus, we
made a model for the hippocampal CA3 and CA1. We
obtained, for the model CA3, a successive association
of stored patterns, which can be regulated by emergent
chaotic activity of neural networks, i.e. chaotic itiner-
ancy. In the model CA1, we found a Cantor set and
affine transformations in the membrane potentials of
CA1 neurons. We also conducted an experiment, using
the rat hippocampal slices, and observed the Cantor-
like sets as well as affine transformations. On the basis
of the above findings, using the novel experimental
methods such as brain machine interface and cultured
neural systems, we will study the adaptation mecha-
nism through the interaction between environments and
neuronal systems in the near future.
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Basic strategy for trajectory planning in human movements

Jun NISHII
Yamaguchi University

Abstract— Many living bodies have actuators with redun-
dant degrees of freedom. In order to understand the design
of animal movements that exploit such redundancy, we have
studied the following three topics: (1) how living bodies
(1) constrain and (2) utilize their redundancy during usual
movements, and (3) how they efficiently acquire the ability
to manipulate their redundant bodies.

Concerning to the first topic, authors have shown that typ-
ical leg swing trajectories during human walking is similar to
the optimal one which minimizes energy cost. Furthermore,
our recent results have shown that swing trajectories of
backward walking and monkey’s biped walking, and arm
reaching trajectories are also similar to those minimizing
energy cost. These results suggest that the minimization of
the energy cost would be an basic strategy in the design of
animal movements. On the other hand, movement trajectories
of living bodies often show variability. We found that the
variability of joint trajectories during monkey biped-walking
are constrained, in other word synergy of joint movements
are observed, so as to suppress the variability of the foot
position at the end of swing phase. Concerning to the second
topic, we took a simulation experiment of learning control
of a redundant system in order to confirm the validity of
the Bernstein’s hypothesis of freezing and freeing which
suggests that joint stiffness might be decreased as learning
proceeds and our result have suggested that efficient learning
can be realized by the idea of freezing and freeing.

I. INTRODUCTION

Bernstein argued that human skill is to manipulate
redundant degrees of freedom of our body. In order to
understand the underlying mechanism to manipulate the
redundancy, authors have studied (1) how living bodies
constrain and (2) utilize their redundancy during usual
movements, and (3) how they efficiently acquire the
ability to manipulate their redundant bodies.

The first problem is about what kind of criterion liv-
ing bodies are using in the selection of a trajectory from
infinite number of possible ones which can accomplish
a given task. This question also ask what is the goal of
learning, which would be an important view point to
know the learning mechanism of living bodies.

The graduate school of science and engineering, Yam-
aguchi University, 1677-1 Yoshida, 753-8512 Yamaguchi, JAPAN,
nishii@sci.yamaguchi-u.ac.jp

The second one is related to an episode told by
Bernstein “skilled smith’s hammer hits a given target
correctly but his joint trajectories are not constant but
show variability”. Such variability would be a cue to
understand how our brain constrain and utilize the
multiple degrees of freedom of our body in order to
accomplish a task.

The third problem is about the learning process
to acquire an ability to manipulate redundant system,
Bernstein suggested that human freezes some degrees
of freedom by increasing joint stiffness in the beginning
of learning and then freeing them as learning proceeds.
Following sections summarize some results concerning
these problems.

II. CONSTRAINT ON DEGREES OF FREEDOM

A. Trajectory planning of leg swing trajectory during
walking

We have obtained some results which indicate that
the leg swing trajectory during walking might be op-
timized on energy cost [1]. This year, we examined
whether leg swing trajectory of human backward walk-
ing and monkey biped locomotion can be explained by
the same criteria. Grasso et al. reported that backward
walking is a kind of reverse motion of leg kinematics
of forward walking [2]. However, the results of our
measurement experiments of backward walking show
some difference from the reverse of forward walking.
On the other hand, the optimal swing trajectory mini-
mizing energy cost well coincident with the measured
one (Fig.1). This result indicate that backward walking
would be an optimized movement rather than a simple
reversal motion of forward walking. We also confirmed
that such optimization is observed not only in human
walking but also in biped walking by a Japanese
monkey (Fig. 2).

Many experimental and theoretical studies have sug-
gested that locomotor pattern is optimized on energy
cost. Above results also support the hypothesis that
locomotor pattern is optimized on energy cost.
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Fig. 1. Horizontal view of the measured and optimal leg swing
trajectories of human backward walking. (a) shows the measured
trajectory and (b) shows the optimal one minimizing energy cost.
In each figure, the upper, middle and lower lines show the position
of knee joint, ankle joint and toe. The origin is the location of the
hip joint (see (c)). Right side is the walking direction.

B. Trajectory planning of human arm reaching

As noted in the previous section, many studies have
suggested that locomotor pattern is optimized on energy
cost. On the other hand, reaching movements of human
upper-limb have been explained by other criterion.

We computed the optimum reaching trajectory min-
imizing the expected value of energy cost when motor
command is affected by noise [3]. The speed profile of
the optimal trajectory showed a bell-shaped curve like
human data when movement duration is short, however,
showed a collapsed shape when the duration is long.
In order to examine the speed profile of human arm
reaching with long duration, we took an experiment and
confirmed that speed profile took collapsed shape when
the movement duration is over about 1.5 [s] even after
one week practice. Theis result suggests that the criteria
of minimization of the expected value of energy cost
explains not only the characteristics of usual reaching
movements but also those for slow movements.

III. EXPLOITATION OF DEGREES OF FREEDOM

Even for skilled tasks, human movements show
variability at every trial. Fig. 3 is the joint trajectories
of biped locomotion of a Japanese monkey that is nine
years old and have trained biped walking for eight
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Fig. 2. Horizontal view of the measured and optimal leg swing
trajectories of biped-locomotion of a Japanese monkey. (a) shows
the measured trajectory and (b) shows the optimal one minimizing
energy cost. In each figure, the upper, middle and lower lines show
the position of knee joint, ankle joint and toe joint. The origin is
the location of the hip joint (see Fig.1(c)). Left side is the walking
direction.
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Fig. 3. Joint trajectories of biped locomotion of a Japanese
monkey. Solid, broken and chain lines show hip angle, knee angle,
and ankle angle respectively.

years. Although the monkey shows skilled biped walk-
ing, the figure shows that joint trajectories take different
path each time. Scholz and Schöner proposed the idea
of Uncontrolled Manifold (UCM) by respecting such
variability [4]. The UCM is defined as a manifold that
express a combination of the task variables, such as
joint angles, which can accomplish a given task (Fig.4).
For instance, there are infinite number of possible leg
joint angles in order to realize a given hip height except
its maximum height, and the space which is composed
of the possible angles is called as the UCM. Latash et
al. suggested that motor control by living body would
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Fig. 4. Analysis of variability from the view point of the UCM.
In the analysis of the leg trajectory of a Japanese monkey, axes
show joint angles, open circle shows the average of joint angles
at a specific time in a waking cycle, and curved line is the UCM
that shows the possible solutions to realize the same toe position.
σ‖ and σ⊥ show the parallel and orthogonal components of the
deviation to the UCM. The former deviation does not affect the toe
position but the latter does.
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Fig. 5. Time profile of variability of joint angles during biped
walking of a Japanese monkey. 0% of stride is the start of swing
phase, 37% and 100% of stride shows the start and the end of
stance phase, respectively. Thin and thick solid lines show σx

‖ and
σy
‖ , respectively, and thin and thick broken lines show σx

⊥ and σy
⊥,

respectively.

permit variability on the UCM at some extent and
stabilize the UCM [5].

Fig. 5 shows the variability of joint angles during
biped-walking of the Japanese monkey of which leg
trajectory was shown in Fig. 3. σx

‖ and σx
⊥ show the

parallel and orthogonal components of the standard
deviation to the UCM which keep the x value of the
foot position relative to the hip position constant (see
Fig. 1(c) about the axis), respectively (see Fig.4 about
the geometrical meaning of them), and σy

‖ and σy
⊥ show

the parallel component and orthogonal components of
the standard deviation to the UCM which keep the y
value of the relative foot position constant, respectively.
Over the stride period, σy

⊥ is low, but σy
‖ takes much

larger value than σy
⊥. This implies that coordination

between joints, synergy, works so as to suppress the
variance of the foot height. During the middle of

θ3

θ1

θ2

Fig. 6. Reaching movement between two points by a redundant
arm is expressed as a movement between two manifolds. One of
the most important factors of mastery is to know the wider range
of the UCM.

(a) (b)

Fig. 7. Schematic view of learning process. Each figure shows
the space of control variables, such as joint angles, planes show the
UCM, the point on the UCM is the optimal solution and shaded area
shows the permitted deviation from optimal point. Most learning
technique searches the optimal point from the beginning of learning
(a), however, Learning process of human might be composed of
two phases; the first is to find a solution to realize a given task by
preparing a constraint adequate (see (i) in (b)) and the second is to
explore on the UCM and find an optimal solution ((ii) in (b)).

swing (10-20% stride) all standard deviations except
σy
⊥ are large, which means that variance which does

not affect the foot height increases, however, in the end
of swing (30-37% stride), σx

⊥ decreases, which means
that coordination of joints works so as to tune the foot
position precisely for grounding.

IV. FREEZING AND FREEING OF DEGREES OF

FREEDOM

From the view point of the UCM, learning is a
process to find and acquire the UCM to accomplish a
given task. Redundant number of actuators enlarge the
dimension and range of the UCM. If nervous system
acquires wider range of the UCM, the knowledge
would contribute to manipulate redundant actuators and
improve robustness. On the other hand, larger number
of actuators require longer time for learning. Bern-
stein pointed out that human freezes their redundant
actuators in the beginning of learning and acquires
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(b)
Fig. 8. Learning simulation of two-joint inverted pendulum. (a)
Inverted pendulum. (b) Simulation result. Every learning steps,
control signal to the pendulum was learned by TD learning from
random initial position. Every 100 learning step, 100 test simula-
tions were performed from random initial positions and the final
height at the end of each test was recorded. The lines show the
average height of such 10 simulations. Solid, dotted, and broken
lines show the results when the stiffness of knee joint is high
(frozen), low (freed), and from high to low (from frozen to freed),
respectively. The maximum height of the pendulum is 0.7.

the ability to manipulate them by freeing the frozen
degrees of freedom as learning proceeds. From these
considerations, learning process might be composed of
following four phases.

1) Reaching UCM: Sub-goal in the beginning of
learning would be to find a point on the UCM
for a given task.

2) Acquiring UCM: After finding a point on the
UCM, next sub-goal is to know many other pos-
sible solutions to accomplish a task by acquiring
the shape of the UCM (Fig.6).

3) Stabilizing UCM: Acquired UCM must be stabi-
lized by some control mechanism, so as to reach
a point on the UCM which is near from given
initial state (Fig.7).

4) Finding optimal solution on UCM: Final phase
would be to know better solution on the UCM
in some meaning, e.g., finding a solution to
accomplish a task with minimum energy cost.

Bernstein’s idea of freezing would be effective during
the first phase and freeing would be necessary from
2nd to 4th phase.

We took a simulation experiment of learning control
of a redundant arm in order to confirm the validity
of the Bernstein’s hypothesis of freezing and freeing.
Fig.8 shows a results of learning simulation of stand up
straight of a two-joint inverted pendulum and shows
that when knee joint stiffness decreases with the im-
provement of the performance, the average height of
the pendulum increases in earlier stage than the results

when knee stiffness is low from the beginning of the
learning. This result indicate that freezing and freeing
would be effective to accomplish a task in early stage
and then acquire the ability to utilize more degrees of
freedom as Bernstein suggested

V. CONCLUSION

We have studied how living bodies constrain and
exploit the redundant degrees of freedom of their body.
Our results suggest that minimization of energy cost
would be an important strategy to constrain the DOFs
on skilled movements. On the other hand, even for
skilled tasks living bodies show variability on their
movements. Our analysis of the variability of the biped
locomotion of a Japanese monkey have suggested that
leg posture for grounding is precisely controlled by a
coordination of joints. Such analysis of variance would
be an effective method to know how living bodies
control their movements in order to increase robustness.
We are planning to analyze human movements by the
same method to know the control strategy and learning
mechanism of human from view points of the UCM
and “freezing and freeing”.
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Abstract— Plasmodium of true slime mold, Physarum poly-
cephalum, is multinucleated unicellular amoeba-like organism.
It crawls on environment with cell-thickness oscillation. Al-
though the plasmodium seems to be peculiar, it is one of the
ideal model organisms from viewpoint of ”mobiligence.”

Even when the plasmodium is divided into parts, each part
behaves as a single oscillating cell without losing biological
funcition. Therefore the plasmodium can be considered as
a collective of units, i.e., coupled oscillators. On the other
hand, the cell forms a network of tubular structure, inside
which protoplasmic streaming is observed. The streaming act
as interaction among the units. Interestingly, the morphology
of the plasmodial network depends on environmental condition,
as well as oscillation frequency. This suggests that the network
morphology could affect the biological function to adapt to
environment.

Currently, we focus only on the topology of the tubular
network and have been analyzed the network structure for
each environment. In this study, we will step into analyzing
the relation between the dynamical network and biological
function with considering interaction between the plasmodium
and the environment to capture an algorithm of adaptation by
dynamical network morphology.

I. INTRODUCTION

Most of biological organism have transportation network
to distribute oxygen, neutrient and etc., into whole body.
Animals including human have blood vessels network. Plants
have leaf veins and vessels [1]. By expanding this to popu-
lation, trail pattern by ant-foraging [2], road grid constructed
by human [3], and power grid as man-made structures can be
included as some of examples for transportation networks.
The morphology of the networks depends on species and
environment, which could affect each biological function.
In this study, we investigate adaptation by transportation
network morphology by using plasmodium of true slime
mold, Physarum polycephalum.

II. PLASMODIUM OF TRUE SLIME MOLD AS MODEL
ORGANISM

The cell size of plasmodium of true slime mold ranges
from 10µ m to 1 m. Even if the single cell is divided into
multiple parts, each part can be alive. On the other hand,

*atsuko ta@waseda.jp

multiple cells can fuse into a single cell to behave as a
single individual. Ability of the cut & paste manipulation
in the plasmodium results from unusual cell system, i.e., in
which the plasmodium is multinucleated unicellular organ-
ism including thousands of nucleus in a single cell.

To maintain such a large cell body, the plasmodium
developed a peculiar system in which the cell itself is a
transportation network consisting of tubular structure. The
tubular network is formed when the cell body spread into
environment by oscillating cell thickness and crawling. The
protoplasmic streaming observed inside the tubes transports
nutrients, oxygen, organella, and etc., all aver the cell body.

The morphology of the plasmodium changes depend
on environment [4]. It shows thin sheet with meshed thin
tube network when the environment is nutrient-rich or the
substratum is stiff (attractive condition; Fig.1(a,b)). In con-
trast, it shows dendritic network with thick tubes when the
environment contains harmful chemicals or the substratum
is soft(repulsive condition; Fig.1(d)).

The network morphology continuously changes depend-
ing on culture condition such as concentration of nutrient,
repellents, substratum stiffness. At neutral condition with
substratum of intermediate stiffness without chemicals, the
plasmodium shows intermixture morphology between attrac-
tive and repulsive conditions, namely, meshed in center and
dendritic network in outer region (Fig.1(c)).

Our goal is to elucidate (1) what the physical mechanism
for the environment-dependent morphology is, and (2) how
effective and functional the strategy of the environment-
dependent morphology is as biological system . For this, syn-
thetic and systematic approach will be effective; We should
discuss functionality and efficiency of those various networks
based on mathematical model. To obtain information for
construction of mathematical model, we first quantify the
growing process of the network morphology in §III, §IV,
then investigate the efficiency of each network in §V, last
introduce application examples for the artificial system §VI.
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10 mm

(a) (b)

(c)

(d)

Fig. 1. Environment dependent morphology.(a) Concentric network, (b)
mesh, (c) mixture of mesh and tree, (d) tree network. All plasmodia were
cultured on 0.9 w/v% agar media including 10 w/v% oat meal extract (a,
b), 10mM KCl (d). Pictures were taken at 470 min (a), 690 min (b), 710
min (c), 465 min (d) after sample set up.

III. ANALYSIS ON NETWORK TOPOLOGY (ITO AND
TAKAMATSU)

We only focus on network topology of tubular structure
in this section. Vertices in the network were defined at
bifurcation points or meeting point of protoplasmic flow in
the tubes. Edges were defined in the tubes connecting the
both ends, i.e., the vertices. Then the connection relations
were examined (Fig.2(c), [9]).

From the information on vertices and edges, we calculated
number of vertices n, mean degree < k > (k is number
of edges the regarding vertex has), clustering coefficient C,
mean path length L as usually considered to analyze complex
networks [6]. In addition to this, we also estimated meshed-
ness coefficient M [7], which is useful to evaluate how
densely the network has circle structure in two-dimensional
network such as plasmodial network. Significant examples
are shown in Fig.3 for plasmodial networks in attractive
condition and repulsive condition.

The mean shortest distance between any two vertices L
indicates how widely the network spread. Fig.3(a) shows
n-L plot. L increases slowly depending on n in attractive
condition, while it increases drastically at n = 2000 in
repulsive condition.

In general, two dimensional lattice shows the relation L ∝√
n, while tree-graph network shows the relation L ∝ log n.

We analyzed which model can be applied to networks in
each condition by cross-validation method [8] by including
a linear relation. The networks in attractive conditions tend
to follow the lattice model, while the networks in repulsive
conditions tend to follow the tree-graph model (except the
drastically increased part).

The meshedness M indicate density of cycle structure
consisting of a polygon. It can be calculated as M = f/fmax

using Euler’s theorem f = 1 − n + m, where n, m, f are

(a) (b)

(c) vertex

edge

Fig. 2. Method for the network analysis.(a) Binary image of 1(c). (b)
Skeletonized image of (a). Note that the thickness of the skeletons was
dilated here for presentation. (c) Magnified picture of (b). The picture is
original skeletonized one not but dilated one. All image processing were
performed by a image processing software Image J [5]
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Fig. 3. Mean path length and meshedness.(a)n-L plot. (b)n-M plot. Closed
triangles and open triangles denote the data for 1.5 w/v% agra medium
with 10 w/v% oat extract and 0.3 w/v % agar medium with 10 mM KCl,
respectively. Lines are connected in order of time.

number of vertices, edges, faces, respectively [7]. Maximum
number of f , fmax, can be calculated as fmax = 2n − 5
under fixed n.

Fig.3(b) shows n-M plot. The meshedness coefficient M
increases up to 0.20 in attractive condition, while down to
0.05–0.10 in repulsive condition. M is useful for estimation
of number of edges in polygons composing the network. For
example, the values are calculated as M = 0 in tree graph,
0.15–0.25 in hexagonal-lattice, 0.3–0.5 in tetragonal lattice,
and 0.65–1.00 in trigonal lattice. The plasmodial network
would be close to hexagonal lattice in attractive condition
and tree-graph network in repulsive condition.

IV. NETWORK MORPHOLOGY (OKAMOTO AND
TAKAMATSU)

To consider the biological function such as transport
efficiency in the networks, it would be important to obtain
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information on tube diameter and length. Fig.4 shows ex-
amples of distribution of tube diameters in each network.
Under attractive condition, the distributions were broad and
exponential-like at early stage (after 3h from cultivation
start) then the continuous distribution was maintained even
though a few samples showed a peak at 0.2–0.3 mm at late
stage. Under repulsive condition, the distributions of most
of samples were with peaks at around 0.3 mm at early
stage, and all samples had peaks at 0.3–0.4 mm at late
stage. Thicker tubes formed at earlier stages under repulsive
condition comparing with attractive condition.
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Fig. 4. Distribution of tube thickness in networks. (a,b) Conditions were
1.5 w/v% agra medium with 10 w/v% oat extract. (c,d) Conditions were
1.5 w/v% agra medium without chemicals. (e,f) Conditions were 0.3 w/v %
agar medium with 10 mM KCl. (a,c,d) After 5-hr-clutivation. (b,d,f) After
11-hr-cultivation. Each line was obtained from single sample. 5–7 samples
were tested for each condition. Dashed lines denote undetected extremely
thin tubes by the image processing method illustrated in Fig.2.

V. ENERGY CONSUMPTION (GOMI AND TAKAMATSU)

The plasmodium show tree-like network with thick tubes
under repulsive condition, while lattice network with thin
tubes and thin sheet structure under attractive condition.
The difference of network morphology could affect energy
efficiency to maintain the biological body and transportation
of protoplasm. We measured oxygen consumption per unit
time which indicates energy consumption as shown in Fig.5.
The results suggests energy consumption is lager in attractive
condition than repulsive condition. We need more analysis
whether the energy consumption is controlled by only the
network morphology or accompanied by other biochemical
reason.
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Fig. 5. Oxygen consumption in tree-structured plasmodium (0.3 % agar
medium) and mesh-structured plasmodium (1.5 % with 5 w/v % oatmeal
extract). Weights of plasmodium are 0.10±0.01 (g).The value p = 0.028 <
0.05 in two sample one sided t-test and p = 0.027 < 0.05 in Wilcoxon
rank sum one sided test. Variances were evaluated as equal by F-test (p-
value = 0.15 > 0.05).

VI. APPLICATIONS OF PLASMODIAL NETWORK
ALGORITHM

In above sections, we see importance of morphology
of transportation networks. At this moment, mathematical
models based on environment dependent morphology have
been incomplete. Here we introduce some possibility of the
plasmodial network based algorithm as applications.

A. Analysis on reaction to a task–toward to an application of
amoeba-robot– (Arafune and Takamatsu; Collaboration with
Shimizu, M., Kato, T., and Ishiguro, A. Tohoku University)

Ishiguro and Shimizu [10] developed amoeba-mimic robot
consisting of oscillator modules. The oscillator modules are
coupled in their neighborhood. The amoeba robots move
toward light stimulus with generating progressive waves. It
was shown by their simulation that the wave patterns changes
to spiral ones when the robot passing through the obstacle
and moving speed drastically decreases. We applied similar
task to real plasmodium and the result is shown in Fig.6.
The real plasmodium moves without slowdown even though
the obstacle is lager and the spiral waves are observed.
This could be derived by the plasmodium maintaining thick
tubular structure. Other experimental result shows that the
plasmodium without thick tubes and showed spiral waves
cannot move faster (data not shown here). The tubular
structure which generate long-distance interaction could help
to pass through obstacles effectively.

B. Optimization of rail grid by a slime path finding algory-
thm [11](Watabane, Tero, Takamatsu, Nakagaki)

Tero et al. developed path finding algorithm mimicking
plasmodium where shortest path connecting food site is cal-
culated by flux of protoplasmic streaming [11]. We applied
this algorithm to JR lines in Tokyo area to optimize amount
of transportation. The result showed almost good agreement
to real rail line networks as shown in Fig.7. We need to
investigate whether this algorithm can be applied to the
environment-dependent-network formation.
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(a)

(b)

(c)

(d)

(e)

(f)

Obstacle

Fig. 6. Plasmodium passing through an obstacle and spiral waves. (a–e)
Time-differential images. White/black image indicates decreasing/increasing
thickness, respectively. Time intervals are 8 sec. Spiral waves are observed
couterclockwisely. (f) Schematic diagram of experimental condition. Pass
width is 15 mm, diameter of obstacle is 2.8 mm. Culture medium was
1.5w/v% agar and culture condition was 25oC, RH85%

VII. SUMMARY AND FUTURE WORKS

We analyzed the network topology depending on environ-
mental conditions. We elucidate that the plasmodium shows
hexagonal lattice under attractive condition. However the
network under repulsive condition is not simple tree-graph
network but with processes of generation/degeneration of
edges.

To achieve the goal mentions in §II, (1) to elucidate
the mechanism of environment-dependento morphology, (2)
to investigate functionality and efficiency of each network,
we quantified the network growth process and obtained
some hint concerned in the rules. In respect to adaptation
behavior of plasmodia, we could discuss some speculation;
The most efficient morphology for the plasmodia in repulsive
condition could be tree-graph to escape faster from bad
environment to find better one with limited resources by
using generation/degeneration process; On the other hand,
the most efficient morphology for the attractive condition
could be dense network with thin tubes to absorb much more
nutrient. To discuss more quantitatively, we still have left
several subjects to examine, e.g., how are the efficiencies of
migration, nutrient absorption, transportation of protoplasm,
finding probability of better environment, and etc.
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I. INTRODUCTION 
The aim of this research is to clarify the movement mastery 

process of humans. In particular, we focus on the human 
ability to reduce the total energy of human muscles in the 
process of master of skillful motions.  In most of sports or 
martial arts, relaxation of muscles is extremely important to 
generate high speed and precise motions. In order to clarify 
the mastery process, we have the following two approaches. It 
is expected that the results of the two approaches make 
synergy effects. 

(1) Mathematical model approach 
In this approach, the human motor control system is boldly 

simplified to clarify the essential parts of the movement 
mastery process of humans and to make a mathematical model 
of the human motor learning. To simplify the human complex 
motor control system, we have a hypothesis that humans do 
not have the exact information on kinematics and dynamics. A 
biped locomotion model and an arm model with 2-DOF 
6-muscles are investigated.  

(2) Living body measurement approach 
The human movement mastery process is directly 

measured through physiological data. For his purpose, we 
have developed a measurement system which changes inertia 
or elastic load. In the developed system, the process that 
subjects learn a desired motion is measured through the EMG 
of six muscles (triceps brachii Caput laterale, pectoralis major, 
brachioradialis, deltoideus, biceps brachii caput longum, 
triceps brachii caput longum) 

II. MATHEMATICAL MODEL APPROACH 

A. Biped Locomotion Model 

(1) Adaptive Adjustment of Joint Stiffness and Motion 
Dynamics of multi-joint structure, such as human beings or 

robotic systems, has multi degree of freedom and is nonlinear. 
In this case, complex numerical techniques are generally 
utilized to solve problems of motion generation with torque 
minimization. This kind of numerical solution requires precise 
modeling of dynamics and huge numerical calculations. 
However, if we want robotic systems to adapt to environments, 
such numerical calculation may disable the adaptation. 

On the other hand, in the field of robotics, some researchers 
have proposed control methods that utilize properties of the 
multi-joint robots [1]. In spite of the nonlinearity and multi 

degree of freedom, this kind of control method requires 
neither exact parameter values of the multi-joint structures nor 
huge numerical calculations in order to obtain the good 
control performance. Therefore, to utilize properties of 
dynamics seems to be essential for adaptive robotic systems 
and understanding human skillful movements. 

In this study, we have discovered one property of the 
multi-joint structures which can generate periodic motions 
with minimum actuator torque by linear state feedback of 
angular velocity. Based on this property, we propose a new 
controller that adaptively adjusts joint stiffness and motion 
patterns for biped locomotion. 

(2) Problem Formulation 
Here we consider a biped locomotion robot. When the 

robot swings a leg, dynamics is given by  
 

(2A-1) 
 

In this study, we try to minimize actuator torque while 
generating periodic motions. A cost function can be given by  

 
(2A-2) 

 
 (3) Optimal Actuator Torque 

We have analytically derived that optimal actuator torque 
τopt q can be described linear state feedback of velocity .  
 

(2A-3) 
 

This relationship is clarified using energy-based analysis or 
the Hamilton-Jacobi equation. This result is the same as 
conventional resonance in the sense of generating periodic 
motions by linear velocity feedback with using minimum 
actuator torque. Therefore, our proposed concept can be 
regarded as a kind of extension of conventional resonance to 
multi-joint structures.  

(4) Control Method 
This study proposes the following control method. 

 
(2-4) 

 
(2-5) 

 
(2-6) 

 
(2-7) 
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The term of ( )dv qqK  −−  in Eq.(2A-4) means velocity 
error feedback. The desired motion is adjusted by Eq.(2A-6). 
This structure is the same as delayed feedback control [2]. It 
has been pointed out that delayed feedback control can realize 
convergence of state variables to unknown periodic 
equilibriums. When the motions will converge to the desired 
ones dqq  → , the actuator torque will be the same as optimal 
actuator torque of Eq.(2A-3). We also use adaptive parameter 
adjustment of Eq.(2A-5) and Eq.(2A-7). We have proved that 
the structure of the Eq.(2A-7) can optimize joint stiffness [3]. 
Therefore, we can expect that the proposed controller can 
adaptively generate optimal periodic motions.  

(5) Simulation 
We conducted a numerical simulation to verify the 

effectiveness of the proposed controller. We used the walking 
model as shown in the Fig.1. We assumed that falling down 
phenomena will not occur in this simulation. 
 
 
 
 
 
 
 

 
Fig.1 Simulation Model 

 
Simulation results showed that the proposed controller 

could generate periodic motion and the actuator torque 
converge to the optimal condition of Eq.(2A-3). Therefore, it 
has been verified that the proposed controller can generate 
periodic motions that require minimum actuator torque. 

 
B. An Arm Model with 2-DOF and 6-muscles 

An arm model with 2-DOF and 6-muscles shown in Fig.2 is 
investigated. A final goal is to make a model which can 
explain the process of master of human skillful motions.  For 
this, it is very important to 
consider how the feedback 
control scheme can be 
constructed from some sensor 
signals. This report presents 
the following two topics. One 
is the linear characteristics of 
the mapping from 
task-oriented coordinates to 
the muscle coordinates. In the 
second topics, a robust 
controller for the arm model 
is proposed and the stability 
condition is revealed.   

    

(1) Linearity in mapping from hand coordinates  

to muscle length 
 The mapping from visual information to motor command 

is an important issue in the study of voluntary arm movement. 
Planning of reaching movement to a visual target is generally 
based on the inverse kinematics, which is the mapping from 
the hand position in Cartesian coordinates to the joint angles 
of the arm. This mapping is non-linear. 

On the other hand, it is reported that the mapping from the 
hand position described in binocular visual coordinates to the 
joint angles of the arm is approximated by a linear function [4]. 
The linear mapping simplifies the control system. This study 
examined the linearity of the mapping from the hand position 
to the muscle length. 

Binocular visual space is defined as the vergence angle and 
the horizontal direction. The kinematic model of the arm 
consists of two links and two joints. The elbow joint and the 
shoulder joint have 1 d.o.f. and the arm moves on the 
horizontal plane.  

 The muscle lengths were determined by the use of the 
following three models. 

model 1: Pulley model (Fig.3(a)) 
The moment arms are constant. This model is used 

frequently in many papers. 
model 2: A model where muscles are fixed on the links 

directly.(Fig.3(b)) 
model 3. An anatomical model proposed by Pigeon[5] 
The length of mono-articular muscle determined in model 1 

is proportional to 
the joint angle, thus 
the muscle length is 
proportional to the 
hand position in 
binocular visual 
coordinates. The 
length of mono-articular muscle determined in model 2 and 
model 3 are nearly proportional to the joint angles except the 
singular posture. Moreover the muscle length of biceps 
brachii is proportional to the distance of hand position from 
the head. These results imply the linear approximation of 
musculoskeletal model of human being on task oriented 
coordinates. Applying the linear model in three dimensional 
coordinates is a future subject.  

 
(2) Robust Sensory Feedback Motion Control 

  On the arm model shown in Fig.2, the relation between the 
joint torque τ (2x1) and the muscle tension α (6x1) is given by 

                 τ = W(q) α                               (2B-1) 

where W(q): a matrix (2x6) and q (2x1): a joint angle 
coordinates vector.   

Here, we propose a robust sensory feedback motion control 
scheme given by  

                 α = M { Kp (xd - x) - K xv

 

}               (2Β−2) 

 
 

Fig.2 Arm Model 

 

  
Fig.3 Muscle Model 
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where M: appropriate matrix (2x6), Kp: potion feedback 
gain matrix (2x2), Kp=kpI, kp: feedback gain, I: unit matrix, 
Kv: velocity feedback gain matrix (2x2), Kv=kvI, kv: 
feedback gain, x(t): position vector in the task-oriented 
coordinates (2x1), xd: desired position vector in the 
task-oriented coordinates (2x1), and x : velocity vector. Here, 
we do not consider gravity to simplify the problem.  

If the kinematics parameters are exactly given, the matrix 
M is easily set  

M = W+JT                                      (2B-3) 

where W+ = WT(WWT)-1: pseudo-inverse matrix (6x2) and 
J: Jacobian matrix from joint angle coordinates to task 
oriented coordinates (2x2). As the results, the stability to the 
desired point xd can be guaranteed as seen in [6]. However, it 
will be occurred that the sensor coordinates or the force 
directions contains the parameter errors. Therefore, the 
robustness on the parameter error is crucially important in 
making a model of human motor control. In this research, the 
condition on the robustness has been obtained as follows: 

   WMJ > 0.                                   (2B-4) 

The details of stability proof are omitted because of the 
limitation of this report. From some simulation results, we 
have already confirmed that a matrix M whose all elements 
are constant can make stable motions. In this simulation, the 
matrix M is set  

 M = Wc J(qd)                                 (2B-5) 

where J(qd): Jacocian matrix at the desired point and  

Wc 

T









−−
−−

111100
110011

= .           (2B-6) 

The motion converges to the desired point and appropriate 
internal forces among muscles are generated. In this 
simulation, the muscle force is set zero if the value of the 
muscle force calculated by Eq.(2B-1) is negative.  

The previous subsection implies linear mapping between 
the muscle coordinates and the binocular visual coordinates. It 
suggests that there can be a constant matrix M which satisfies 
the stability condition given by Eq.(2B-4) in wide work space.   

III. LIVING BODY MEASUREMENT APPROACH 

A. Biometrical Study 
In order to construct a control model for a system with a 

musculoskeletal body to acquire skilled motions, we 
investigate some human upper-arm movement and activities 
of a group of muscles in a learning process. Several papers 
have reported the qualitative characteristics arising in iterative 
tasks under an elastic or viscose force field [7]. However, the 
analysis of the mechanism from the viewpoint of mechanics is 
still lack. Hence, we carried out pilot experiments on human 
upper-arm movement under an elastic force field in order to 

gain a physical insight into coordination among a group of 
muscles in iterative tasks. 

This report focuses on planar movement of a human upper 
arm as shown in Fig.4. In order to give the subject’s hand an 
external force by an elastic force field and to measure the hand 
position of the subject, a robotic arm (manipulandum) with 
two joints which moves in a plane was developed. The height 
of the robot arm was adjusted in advance so that the subject 
can move his arm comfortably and smoothly. The subject 
grasps a grip attached to the endpoint of the robot arm and the 
subject’ hand is subject to the external load generated by 
springs  (Spring constant: 4.52N/mm) attached to the joints of 
the robot arm during movements. The endpoint position of the 
subject is calculated from information of rotary encoders 
attached to the joints of the robot and kinematic information of 
the robot. The calculated end-position is illustrated, together 
with the target, on the display real-time. The subject endpoint 
on the display is colored with red if it is within a radius of 
4[cm] from the target or with blue otherwise, and the subject 
can confirm the color real-time during movement. Further, we 
measured electromyography (EMG) signals of six muscles 
(Biceps brachii, Triceps brachii lateral head, Brachioradialis, 
Pectoralis major, Deltoideus posterior, and Deltoideus 
posteriror), using the EMG device (ML880 PowerLab 16/30 
(made by AD instruments), DL-141(made by S&ME)). The 
EMG signals were sampled at 4k Hz.  

The subject was requested so as to accurately track the 
target point appearing on the display real-time which travels 
periodically at a distance of 0.2[m] and a speed of 2[s] per 
cycle. Each cycle was counted as a trial and the subject 
performed 196 trials totally. In the experiment, the subject had 
7-8 breaks to avoid fatiguing.  

Fig.5 shows transient responses of endpoint position of the 
subject in the x and y directions (red line) together with the 
desired trajectory (green line). Fig.6 shows alteration of the 
EMG signals of a group of muscles according to increase of 
trials. After full-wave rectified, the EMG signals were 

 
 
Fig. 4.  An experimental setup 
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              (a)  x-component                           (b) y - component 
 
Fig. 5.  Transient responses of endpoint position of the subject 
 

smoothed through the band-pass filter of 5 to 1k Hz and were 
integrated in time at each trial. These results show that the 
integral EMG values concerning the biceps brachii, the 
tricepts brachii lateral head, and the brachioradialis tend to 
increase according to increase of trials. While, those 
concerning the deltoideus posterior tend to decrease. Since the 
obtained results are not yet enough to construct a model, we 
will continue to investigate the EMG activities of muscles in a 
learning process in different tasks. Then, we will construct a 
model of muscle control in a learning process in future work.  

IV. CONCLUSION 
We could prepare two basic mathematical models. One is 

a motion skill model for energy saving and the other is a 
motion control model for muscular redundant mechanisms. 
Both of them, there are gaps to reveal biological models. The 
comparison with the EMG data given in the chapter 3 is future 
work from now. 
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Fig. 6.  Alteration of the EMG values for the six muscles according to 
increase of trials 
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Activity Records 
 

See the project homepage (http://www.robot.t.u-tokyo.ac.jp/mobiligence/act/index.html) for detailed 

information (in Japanese). 

 
1 Time and Date: 2008/3/17 9:00-19:00 
  Place: National Institute for Physiological Science, JAPAN 
  Subject: 5th research discussion and experiment 
2 Time and Date: 2008/4/7 9:00-19:00 
  Place: National Institute for Physiological Science, JAPAN 
  Subject: 6th research discussion and experiment 
3 Time and Date: 2008/4/14-16 
  Place: Fukushima Medical University 
  Subject: Cooperative experiment to measure volume of discharge of GABA at PPN 
4 Time and Date: 2008/4/15-16 10:00-17:00 
  Place: The University of Tokyo 
  Subject: D-group meeting 
5 Time and Date: 2008/4/15-16 10:00-17:00 
  Place: Kanazawa University 
  Subject: Mobiligence seminar on butterflies 
6 Time and Date: 2008/4/18-19 
  Place: School of Human Science and Environment, University of Hyogo 
  Subject: International Seminar on Social Insects 
7 Time and Date: 2008/4/19 13:00-4/20 12:00 
  Place: Yamaguchi University 
  Subject: Seminar on CPG 
8 Time and Date: 2008/4/25 
  Place: Auditorium, 11th bld., F.o.E., The University of Tokyo 
  Subject: Workshop on Mobiligence, "New Development of Mobiligence" 
9 Time and Date: 2008/4/25 12:00-22:00 
  Place: School of Human Science and Environment, University of Hyogo 
  Subject: Research discussion  
10 Time and Date: 2008/4/26 9:00-19:00 
  Place: School of Human Science and Environment, University of Hyogo 
  Subject: Cooperative preliminary experiment for measurement of CO2 density in nest 

box of hunnybees. 
11 Time and Date: 2008/4/28 10:00-17:00 
  Place: The University of Tokyo 
  Subject: Workshop on Mobiligence 
12 Time and Date: 2008/4/28 12:00-18:00 
  Place: Yamaoka Lab., Kyoto Institute of Technology 
  Subject: Research meeting on Crickets 
13 Time and Date: 2008/5/12-15 9:00-17:00 
  Place: Asahikawa Medical College 
  Subject: Research discussion on how to record brainstem region in monkey walking 
14 Time and Date: 2008/5/20-21 9:00-17:00 
  Place: Asahikawa Medical College 
  Subject: Research discussion on how to record brainstem region in monkey walking 
15 Time and Date: 2008/6/3 8:30-19:30 
  Place: Case Western Reserve University, Creveland, Ohio, USA 
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  Subject: OS "Mobiligence" at 4th International Symposium on Adaptive Motion of 
Animals and Machines 

16 Time and Date: 2008/6/5 10:00-16:00 
  Place: Big Hat, Nagano, Japan 
  Subject: Mobiligence tutorial session: "From Cognition to Emergence of Locomotion 

and Behavior" in ROBOMEC2008 
17 Time and Date: 2008/6/9 13:00-20:00 
  Place: Human Information System Laboratories, Kanazawa Institute of Technology 
  Subject: Research meeting on Crickets 
18 Time and Date: 2008/6/13 12:00-13:00 
  Place: Lobby of Kyoto Station Hotel 
  Subject: 7th Research disucussion 
19 Time and Date: 2008/6/16 18:00-20:00 
  Place: Video discussion 
  Subject: Seminar 
20 Time and Date: 2008/6/18-19 10:00-17:00 
  Place: Osaka Prefecture University, Kyoto University 
  Subject: Mobiligence Seminar on Butterflies and Photographing experiment 
21 Time and Date: 2008/6/23 18:00-20:00 
  Place: Video discussion 
  Subject: Seminar 
22 Time and Date: 2008/6/28 9:30～17:00 

  Place: Die Eidgenossische Technische Hochschule Zurich 
  Subject: International Workshop on "Control of locomotion: from animals to robotos" 
23 Time and Date: 2008/6/30-7/5 13:00-19:00 
  Place: School of Human Science and Environment, University of Hyogo 
  Subject: Cooperative experiments on dancing behavior of hunnybees 
24 Time and Date: 2008/7/4 18:00-20:00 
  Place: Video discussion 
  Subject: Seminar 
25 Time and Date: 2008/7/11-12 
  Place: Kansai Seminar House, Kyoto 
  Subject: International Workshop on "Agency" 
26 Time and Date: 2008/7/15 18:00-20:00 
  Place: Video discussion 
  Subject: Seminar 
27 Time and Date: 2008/7/22-23 13:00-18:00 
  Place: Research Institute of Electronic Science, Hokkaido University 
  Subject: Collaborative group meeting 
28 Time and Date: 2008/7/25 18:00-20:00 
  Place: Video discussion 
  Subject: Seminar 
29 Time and Date: 2008/8/6-7 9:00-19:00 
  Place: School of Human Science and Environment, University of Hyogo 
  Subject: Cooperative experiment on hunnybee's behavior 
30 Time and Date: 2008/8/6 16:00-17:30 
  Place: Seminar room, RACE, The University of Tokyo 
  Subject: Research meeting on Mobiligence 
31 Time and Date: 2008/8/12 13:00-18:00 
  Place: Osaka University 
  Subject: Research discussion on how to record brainstem region in monkey walking 
32 Time and Date: 2008/8/18 17:00-19:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
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33 Time and Date: 2008/8/21 13:15-15:15 
  Place: The University of Electro-Communication 
  Subject: SICE Annual Conference Organized Session OS "Biomimetic Approach on 

Robot Design and Control for Dynamic Locomotion" 
34 Time and Date: 2008/8/22 10:00～16:00 

  Place: Body Motion Science Laboratory, The University of Tokyo 
  Subject: B-group meeting 
35 Time and Date: 2008/8/24-26 12:00-17:00 
  Place: Asahikawa Medical College 
  Subject: 1st research discussion on biped walking model 
36 Time and Date: 2008/8/28 13:00-16:00 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion on self-assembly system 
37 Time and Date: 2008/9/13 10:00-12:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
38 Time and Date: 2008/9/10 12:30-14:30 
  Place: Faculty of Engineering, Kobe University 
  Subject: The 26th Annual Conference on Japan Robotics Society (RSJ2008), Session 

"Mobiligence" 
39 Time and Date: 2008/9/15 14:30-2008/9/7 13:00 
  Place: Design gallery, Asahikawa KURAIMU 
  Subject: Research meeting on neurobiology on invertebrate 
40 Time and Date: 2008/9/17 
  Place: Osaka University 
  Subject: B03 group meeting 
41 Time and Date: 2008/9/20 13:00-15:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
42 Time and Date: 2008/9/22 14:00～17:00 
  Place: National Rehabilitation Center for Persons with Disabilities 
  Subject: Seminar on Bipedal Walking Control 
43 Time and Date: 2008/9/25-10/7 9:00-19:00 
  Place: School of Human Science and Environment, University of Hyogo 
  Subject: Cooperative experiment on hunnybee's behavior in the nest 
44 Time and Date: 2008/9/25 11:00-14:00 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion on self-assembly system 
45 Time and Date: 2008/9/25 19:30-21:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
46 Time and Date: 2008/9/26 9:00-18:00 
  Place: Acropolis Convention Center， Nice， France  

  Subject: IROS2008 Full Day Workshop  
47 Time and Date: 2008/10/1-2 
  Place: The University of Tokyo, Komaba Campus 
  Subject: Workshop on "Artificial Life: Half way through" 
48 Time and Date: 2008/10/9-10 10:00-16:00, 10:00-14:00 
  Place: Asahikawa Medical College 
  Subject: 2nd research discussion on biped walking model 
49 Time and Date: 2008/10/10 13:30～18:00 
  Place: Wind-tunnel laboratory, Kyoto University 
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  Subject: Bibliographic survey and discussion 
50 Time and Date: 2008/10/14-16 9:00-19:00 
  Place: Fukushima Medical University 
  Subject: Cooperative experiment to measure volume of discharge of GABA at PPN 
51 Time and Date: 2008/10/14 18:30-20:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
52 Time and Date: 2008/10/15 9:30-12:00 
  Place: Kyoto Institute of Technology 
  Subject: Research discussion on collaborative research 
53 Time and Date: 2008/10/17 13:30～18:00 

  Place: Kyotanabe Campus, Doshisha University 
  Subject: Research discussion 
54 Time and Date: 2008/10/21 10:00-17:40 
  Place: RACE, The University of Tokyo 
  Subject: 2nd Open Symposium on Mobiligence 
55 Time and Date: 2008/10/22 9:30-16:00 
  Place: The University of Tokyo 
  Subject: D-group meeting 
56 Time and Date: 2008/10/23 18:00-20:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
57 Time and Date: 2008/10/24 13:00-17:00 
  Place: Tohoku University 
  Subject: Seminar on Passive Dynamic Walk 
58 Time and Date: 2008/10/24 13:30～18:00 
  Place: Kyotanabe Campus, Doshisha University 
  Subject: Research discussion 
59 Time and Date: 2008/10/30 13:30～18:00 

  Place: Kyotanabe Campus, Doshisha University 
  Subject: Research discussion 
60 Time and Date: 2008/10/31 18:30-20:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
61 Time and Date: 2008/11/6 13:00～18:00, 11/7 10:00～15:30 
  Place: National Institute of Informatics 
  Subject: 2nd A-group meeting 
62 Time and Date: 2008/11/8 15:00-17:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
63 Time and Date: 2008/11/7 13:30～18:00 

  Place: Kyotanabe Campus, Doshisha University 
  Subject: Bibliographic survey and discussion 
64 Time and Date: 2008/11/14-15 10:00-17:00 
  Place: Kyushu University 
  Subject: Mobiligence seminar on butterflies and Symposium of The Lapidopterological 

Society of Japan 
65 Time and Date: 2008/11/14 13:30～18:00 
  Place: Kyotanabe Campus, Doshisha University 
  Subject: Bibliographic survey and discussion 
66 Time and Date: 2008/11/14 17:00-19:00 
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  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
67 Time and Date: 2008/11/15 18:00-19:00 
  Place: Washington, D.C. 
  Subject: 8th research discussion 
68 Time and Date: 2008/11/17 15:15-16:45 
  Place: Tsukuba International Congress Center, Tsukuba, Ibaraki, Japan 
  Subject: OS "Mobiligence" at The 9th International Symposium on Distributed 

Autonomous Robotic Systems (DARS2008) 
69 Time and Date: 2008/11/20 11:15-13:00 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion on self-assembly system 
70 Time and Date: 2008/11/21 13:30～18:00 

  Place: Wind-tunnel laboratory, Kyoto University 
  Subject: Bibliographic survey and discussion 
71 Time and Date: 2008/11/21 13:30-18:00 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion: scaling effect on adaptability of deformed body of slime 

mold 
72 Time and Date: 2008/11/21 19:00-21:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
73 Time and Date: 2008/11/26 15:15-17:20 
  Place: Himeji International Exchange Center 
  Subject: OS "Mobiligence" at SICE System & Information Division: Annual Conference 
74 Time and Date: 2008/11/27 15:00-17:00 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion on self-assembly system 
75 Time and Date: 2008/11/28 13:30～18:00 
  Place: Kyotanabe Campus, Doshisha University 
  Subject: Research discussion 
76 Time and Date: 2008/12/1 18:00-20:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
77 Time and Date: 2008/12/4 11:00-13:00 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion on self-assembly system 
78 Time and Date: 2008/12/5 10:00-12:00 
  Place: Nagaragawa Convention Center 
  Subject: SICE SI2008, Organized session "Emergence of Adaptive Locomotive Function 

from Interaction of Body, Brain and Environment" 
79 Time and Date: 2008/12/5 13:30～18:00 

  Place: Kyotanabe Campus, Doshisha University 
  Subject: Bibliographic survey and discussion 
80 Time and Date: 2008/12/11 14:30-16:00 
  Place: Hongo, Tokyo 
  Subject: 9th research discussion 
81 Time and Date: 2008/12/15-16 
  Place: The University of Tokyo 
  Subject: Workshop on Informatics of Dynamical Systems 
82 Time and Date: 2008/12/16-17 10:00-17:00 
  Place: Osaka Prefecture University 

192



  Subject: Mobiligence seminar on butterflies 
83 Time and Date: 2008/12/18 10:00-17:00 
  Place: Tohoku University 
  Subject: Research discussion 
84 Time and Date: 2008/12/18 13:00-20:00 
  Place: Laboratory of Physiological Chemistry, The University of Tokyo 
  Subject: Research survey and discussion on measurement of swarm behavior 
85 Time and Date: 2008/12/18 14:00-12/19 12:00 
  Place: Research Institute of Electrical Communication, Tohoku University 
  Subject: Research meeting on RIEC Collaborative Project Research "Understanding and 

Engineering Application of Environmentally Harmonic Adaptive Systems in 
Living Things" 

86 Time and Date: 2008/12/19 13:30-17:50 
  Place: Research Institute of Electrical Communication, Tohoku University 
  Subject: Debate session on locomotive control of animals 
87 Time and Date: 2008/12/25-26 9:00-19:00 
  Place: Kagawa School of Phermaceutical Sciences, Tokushima Bunri University 
  Subject: Research discussion 
88 Time and Date: 2008/12/25 13:00-15:00 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion on self-assembly system 
89 Time and Date: 2008/12/26 13:00-18:00 
  Place: Takamatsu laboratory, Waseda University 
  Subject: Research discussion: scaling effect on adaptability of deformed body of slime 

mold 
90 Time and Date: 2009/1/5 13:00-19:00 
  Place: Human Information System Laboratories, Kanazawa Institute of Technology 
  Subject: Research discussion on collaborative research 
91 Time and Date: 2009/1/5 13:00-19:00 
  Place: Human Information System Laboratories, Kanazawa Institute of Technology 
  Subject: Research discussion on collaborative research 
92 Time and Date: 2009/1/5 13:30-1/6 11:00 
  Place: Awaji Yumebutai, Convention Hall 
  Subject: Symposium on Walking 
93 Time and Date: 2009/1/8 18:30-20:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
94 Time and Date: 2009/1/9 13:30～18:00 

  Place: Kyotanabe campus, Doshisha University 
  Subject: Research discussion 
95 Time and Date: 2009/1/12 13:00-17:00 
  Place: Concert hall, School of Human Science and Environment, University of Hyogo 
  Subject: Mobiligence seminar on "Ecological and Physiological Studies about Sociality 

of Insects"  
96 Time and Date: 2009/1/13 9:30-18:00 
  Place: Concert hall, School of Human Science and Environment, University of Hyogo 
  Subject: C-group meeting 
97 Time and Date: 2008/1/14 15:00-20:00 
  Place: Kagawa School of Phermeceutiacal Sciences, Tokushima Bunri University 
  Subject: Research discussion on collaborative research 
98 Time and Date: 2009/1/16 13:30～18:00 
  Place: Kyotanabe campus, Doshisha University 
  Subject: Research discussion 
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99 Time and Date: 2009/1/20 16:00-20:00 
  Place: Faculty of Liberal Arts, Tohoku Gakuin University 
  Subject: Research discussion on self-assembly system 
100 Time and Date: 2008/1/23 13:00-16:45 
  Place: Torigin Bunka Kaikan, Tottori, Japan 
  Subject: OS "Mobiligence" at 21st Symposium on Distributed Autonomous Systems 
101 Time and Date: 2009/1/28 13:30～18:00 

  Place: Kyotanabe campus, Doshisha University 
  Subject: Research discussion 
102 Time and Date: 2009/1/28 18:00-20:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
103 Time and Date: 2009/2/03-04 10:00-17:00 
  Place: Hokkaido University 
  Subject: Mobiligence seminar on Butterflies 
104 Time and Date: 2009/2/4 
  Place: Tokyo Institute of Technology 
  Subject: Review meeting on textbook publication 
105 Time and Date: 2009/2/4 17:30-18:30 
  Place: The University of Tokyo, Komaba Campus 
  Subject: Seminar 
106 Time and Date: 2009/2/7 13:00-15:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
107 Time and Date: 2009/2/13-2/19 9:00-19:00 
  Place: Research Institute of Electronic Science, Hokkaido University 
  Subject: Invitation of foreign researcher and research discussion 
108 Time and Date: 2009/2/13 13:30～18:00 
  Place: Kyotanabe campus, Doshisha University 
  Subject: Research discussion 
109 Time and Date: 2009/2/13 17:00-19:00 
  Place: University of Hyogo/Tokushima Bunri University (Video discussion) 
  Subject: Seimar and research discussion 
110 Time and Date: 2009/2/18 9:00-20:00 
  Place: National Institute for Physiological Science, JAPAN 
  Subject: 10th research discussion and cooperative experiment 
111 Time and Date: 2009/2/18 
  Place: Research Institute of Electronic Science, Hokkaido University 
  Subject: Invitation of foreign researcher and research discussion 
112 Time and Date: 2008/2/19 10:30-13:30 
  Place: Ishiguro laboratory, Tohoku University 
  Subject: Research discussion on self-assembly system 
113 Time and Date: 2009/3/2 13:40-3/4 12:00 
  Place: Hotel Matsushima Taikanso 
  Subject: 4th Mobiligence Symposium 
114 Time and Date: 2009/3/11 13:30-17:30 
  Place: Waseda University 
  Subject: 6th collaborative seminar of SICE research group of "biological control system" 

and "mobiligence" 
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