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Introduction of the Mobiligence Project 
 

Emergence of Adaptive Motor Function through Interaction  

among the Body, Brain and Environment 

- A Constructive Approach to the Understanding of Mobiligence - 
 

Hajime Asama 
Director of the Mobiligence Project 

The University of Tokyo 
 

1. Introduction 
The Mobiligence project is a five-year project started 

from 2005[1], which was accepted as a program of 
Scientific Research on Priority Areas of Grant-in-Aid 
Scientific Research from the Japanese Ministry of 
Education, Culture, Sports, Science and Technology 
(MEXT). In addition to the planned research groups 
which started in 2005, new two-years-research groups 
(applied research groups) will be selected and start from 
2006. This paper presents the abstract of the project. 

 
2. Objective of the Mobiligence Project 

Human can behave adaptively even in diverse and 
complex environment. All the animals can perform 
various types of adaptive behaviors, such as a locomotive 
behavior in the form of swimming, flying walking, a 
manipulation behaviors such as reaching, capturing, 
grasping by using hands and arms, a social behavior to 
the other subjects, etc. Such adaptive behaviors are the 
intelligent sensory-motor functions, and most essential 
and indispensable ones for animals to survive. 

It is known that the function of such adaptive 
behaviors is disturbed in patients with neurological 
disorders. Parkinson disease is a typical example of 
disorders on adaptive motor function, and autism or 
depression can also be considered as a disorder on social 
adaptive function. 

Recently, due to aging or environmental change of 
society, the population of people who are suffering from 
these diseases is growing rapidly, and it is urgent to cope 
with this problem. However, the mechanisms for the 
generation of intelligent adaptive behaviors are not 
thoroughly understood. Such an adaptive function is 
considered to emerge from the interaction of the body, 
brain, and environment, which requires that a subject 
acts or moves. Base on the consideration, we call the 
intelligence for generating adaptive motor function 
mobiligence.  

The present project is designed to investigate the 
mechanisms of mobiligence by closely collaborative 
research of biology and engineering. In the course of this 
collaborative project, the following processes will be 
carried out: 

1. Biological and physiological examinations of 
animals;  

2. Modeling of biological systems;  
3. Construction and experiments on artificial systems 

by utilizing robotic technologies; and  
4. Creation of a hypothesis and its verification.  

The final goal of this project is to establish the 
common principle underlying the emergence of 
mobiligence. 

 
3. Research Approach of the Mobiligence Project 

In this project, the mobiligence mechanism is to be 
elucidated by the constructive and systematic approaches, 
through the collaboration of biologists and engineering 
scientists who developed biological models by 
integrating physiological data and kinetic modeling 
technologies as shown in figure 1. In other words, the 
Mobiligence Project is pursued by integrating biology 
and engineering, i.e., physiological analysis (biology), 
modeling and experiments on artificial systems 
(engineering), verification of models (biology), and 
discovery and application of principles (engineering). 

In the following discussion, the focus is on three 
adaptive mechanisms:  
1. Mechanism whereby animals adapt to recognize 

environmental changes; 
2. Mechanism whereby animals adapt physically to 

environmental changes; and 
3. Mechanism whereby animals adapt to society. 

Research groups for each of the categories listed above 
are organized. The three groups conduct their respective 
research and clarify the universal, common principle 
underlying the mechanism of mobiligence. The Planned 
Research Team studies the following specific subjects: 
analysis of the environmental cognition and the adaptive 
mechanism in reaching movements; analysis of the 
physical adaptive mechanism in walking; and analysis of 
the adaptive mechanism observed in the social behaviors 
of insects. In addition, the Planned Research Team 
clarifies the common principle underlying mobiligence 
from a dynamic viewpoint. Furthermore, we study 
adaptive mechanisms relating to various objects by 
publicly inviting proposed topics and clarify the 
universal, common principle therein. 
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4. Research Activities till the Mobiligence Project 
The Mobiligence project is highly motivated by the 

previous project on emergent systems, which was carried 
out from 1995 to 1997 and directed by Prof. Shinzo 
Kitamura of Kobe University. Although the system 
theory on emergent function formation was actively 
discussed in the project, the principle it couldn’t be 
revealed enough how to design the emergent systems. 
After the project on emergent systems, a special interest 
group on System Principle on Emergence of Mobiligence 
and Its Engineering Realization was organized in the 
System and Information Division of the Society of 
Instrument and Control Engineers (SICE) in 2003, and 
the research activities have been continued. 

We held a workshop sponsored by the Tohoku 
University Nation-wide Cooperative Research Project 
from 2001, and a workshop on the development of the 
emergence system of mobiligence and its control system 
under the sponsorship of the Nissan Science Foundation. 

Before starting the mobiligence project, we planned 
and held organized sessions in international conferences 
and in lecture meetings of academic societies 
• IFAC Intelligent Autonomous Vehicles (IAV)  
• International Symposium on Distributed 

Autonomous Robotic Systems (DARS)  
• International Symposium on Adaptive Motion of 

Animals and Machines (AMAM)  
• IEEE/RSJ International Conference on Intelligent 

Robots and Systems (IROS) 

• SICE Annual Conference  
• SICE System and Information Division Annual 

Conference (SSI)  
• SICE System Integration Division Annual 

Conference (SI)  
• SICE Symposium on Decentralized Autonomous 

Systems  
 

5. Expected Impact of the Mobiligence Project 
Various types of adaptive motor function mechanisms 

performed by animals are expected to be elucidates. In 
the medical field, the results of our research will 
contribute to the discovery of a method to improve motor 
impairment and develop rehabilitation systems. In 
addition, in the engineering field, the results of our 
research will contribute to the derivation of the design 
principles of artificial intelligence systems. Furthermore, 
we will explore the new research field, mobiligence, 
establish a research organization that integrates biology 
and engineering, and implement programs to foster 
young engineering scientists and biologists to conduct 
collaborative and interdisciplinary research between 
biological and engineering research, respectively. 
 

References 
[1] http://www.arai.pe.u-tokyo.ac.jp/mobiligence/index_

e.html 
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Steering Committee Report on the Mobiligence Project 
 

Hajime Asama*1, Kazuo Tsuchiya*2, Koji Ito*3, Masafumi Yano*4, Koichi Osuka*5, 
Kaoru Takakusaki*6, Ryohei Kanzaki*1, Hitoshi Aonuma*7, Akio Ishiguro*8, Jun Ota*1 

 
*1The University of Tokyo, *2Kyoto University, *3Tokyo Institute of Technology, *4Tohoku University, 

*5Kobe University, *6Asahikawa Medical College, *7Hokkaido University, *8Nagoya University 
 

1. Missions 
The missions of the steering committee are as follows: 

• Establish goals for the Mobiligence Project  
• Plan and coordinate research  
• Evaluate research progress and consult  
• Determine the procedures for the public invitation of 

proposed topics  
• Organize symposia and research meetings for the 

purpose of developing related research  
• Plan publicity of research results  
• Encourage close collaboration among researchers, 

i.e., information exchange, mutual understanding, 
and communication  

• Plan international research and lectures by members 
of academic societies and announce interim and ex 
post evaluations of progress  

• Devise programs to encourage fused collaboration 
among biologists and engineering scientists and 
establish a research center and research organization  

 
2. Summary of 2006 Activities of the Steering 

Committee 
Research subjects were coordinated in each group to 

facilitate the fused collaboration between biologists and 
engineering scientists, which characterizes this project, 
and joint group meetings and open group meetings were 
organized to promote the inter-group collaboration 
effectively. Many events were organized as follows; a 
domestic symposium, an open symposium, a closed 
symposium, practice programs, tutorials, and seminars. 
The internal evaluation was performed twice. Many 
organized sessions are organized at international and 
domestic conferences. The homepage for publicity and 
the database to record the activities in the project were 
maintained and updated. Research report was edited and 
published. Junior Academy of the mobiligence project 
was established and their activities were supported. 
 
3. Steering Committee Meetings 

The following Steering Committee meetings were 
held: 
[1] 1st Steering Committee Meeting 

June 25th, 2006, 12:00-14:30 
at Toya Sunpalace 

[2] 2nd Steering Committee Meeting 
Mar. 10th, 2007, 12:00-14:00 
at Toya Sunpalace 

 

4. Organization of Symposia 
4.1 Domestic Symposium 
A domestic symposium was held in Toya Sunpalace, 
Hokkaido, Japan, on June 23-25, 2006. Group meetings 
were held on the first day. On the second day, the 
objective of the project was introduced by Prof. Hajime 
Asama, director of the project, followed by presentation 
of current research progress by each group leaders, Prof. 
Koji Ito, Prof. Kazuo Tsuchiya, Prof. Hitoshi Aonuma, 
and Prof. Koichi Osuka, and Prof. Tateo Shimodate 
(Hokkaido Univ.) and Dr. Hiroaki Gomi (NTT 
Communications) gave invited talks. A night session was 
also organized by Junior Academy of the Mobiligence 
project. On the last day, six research leaders presented 
their research subjects, and three domestic reviewers, 
Prof. Shinzo Kitamura (Kobe University), Prof. Shigemi 
Mori (National Institute for Physiological Sciences), and 
Prof. Ryoji Suzuki (Kanazawa Institute of Technology) 
presented their review comments. Total number of 
participants was 106. 
 
4.2 Open Symposium for Publicity 
An open symposium was held in RIKEN (The Institute 
of Physical and Chemical Research), Wako, Japan, on 
Dec. 1, 2006. At first, the objective of the project was 
introduced by Prof. Hajime Asama, director of the 
project, followed by presentation on the social impact 
and medical application of the project by Prof. Kaoru 
Takakusaki. Prof. Tadashi Isa (NIPS: National Institute 
for Physiological Sciences) a member of Integrative 
Brain Research project, gave an invited talk. Prof. 
Toshiyuki Kondo presented the concept of adaptiveness 
in the Mobiligence project, and Prof. Naomichi Ogihara, 
Prof. Ryohei Kanzaki, and Prof. Jun Ota presented the 
approaches on how to understand the mechanisms of 
biological systems by collaboration of biologists and 
robotics researchers from viewpoints of system 
biomechanics, neuron-informatics, bionomics and 
physiology. At last, Prof. Akio Ishiguro introduced the 
common principle to be obtained from the project. Total 
number of participants was 93. The presentations and 
discussions were recorded and edited, which can be seen 
at [1]. 
 
4.3 Closed Symposium for Internal Evaluation 

A closed symposium for internal evaluation was held 
in Toya Sunpalace, Hokkaido, Japan, on Mar. 8-10, 2007. 
Presentation on the research progress in 2006 of all the 
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subjects in the Mobiligence project was made by each 
research leader, and reviewed by steering committee 
members. A night session was also organized by Junior 
Academy of the Mobiligence project. Total number of 
participants was about 90. 

 
5. Tutorials 

To accelerate the fused collaboration and to foster 
young scientists and students who are doing mobiligence 
research, the following tutorial programs including 
practice and experiments were arranged and held: 
[1] 2nd Experimental Practice Program 

Seminar with Practice for measurement and signal 
processing, Sep. 4-5, 2006 at Tokyo Inst. Of Tech.,, 
Tokyo 

[2] 3rd Experimental Practice Program 
Tutorial lectures on technology to measure biogenic 
amine in the cricket brain, Dec. 4-9, 2006, at 
Kanazawa Institute of Institute. 

[3] Seminars and Tutorials 
- Seminar by Prof. Morasso, Genoa University, DIST, 

Oct. 31, 2006, at Genoa University. 
- Seminar by Dr. Tiaza Bem-Sojka and Dr. Pierre 

Meyrand, Nov. 27, 2006 at Kyoto University 
- Tutorial from modeling, analysis and control of 

human locomotion to understanding of disorders, 
Apr. 15, 2006 at Kyoto University 

- Tutorial on multi-robot systems and internal model 
of insects, Apr. 18, 2006 at Hokkaido University 

- Tutorial on brain physiology and collaboration 
between biology and robotics, June 9-10, 2006 at 
Asahikawa Medical College 

- Tutorial on oscillators and networks, July 21, 2006 
at Hokkaido University 

- Tutorial on scientific papers reading on biology, Sep. 
18-20, 2006 at Shikotsuko Kanko Hotel 

In addition to the list, nine group meetings and 43 local 
meetings were held. Group D performed interview to the 
mobiligence researchers for eight times to investigate the 
common principle. 
 

6. Review 
At the domestic symposium mentioned above, three 

domestic members of reviewers evaluated the research 
subjects according to their presentation. Because this is 
the first research year for the subscribed research groups, 
the internal evaluation was carried out mainly based on 
the research plan.  

At the closed symposium mentioned above, steering 
committee members in addition to the three domestic 
members of reviewers evaluated the research progress 
and grade of collaboration between biology and robotics. 
The review results are feedback to the research leaders 
toward successful research execution. 

 
7. Arrangement of Special Issue and Organized 

Sessions 
Following organized sessions in international and 

domestic conferences were organized: 

[1] 2006 Annual Conference of JSME Robotics and 
Mechatronics Division (Robomec ’06) (Domestic) 
May 27th, 2006, Tokyo, Japan (11 papers) 

[2] 2006 Annual Conference of Robotics Society of 
Japan (RSJ ’06) (Domestic), Sep. 26th, 2006, 
Okayama, Japan (4 papers) 

[3] 16th Intelligent Systems Symposium (FAN 
Symposium ’06) (Domestic), Sep. 26th, 2006, 
Kashiwa, Japan (1 keynote speech and 7 papers) 

[4] IEEE/RSJ Int. Conference on Intelligent Robots and 
Systems (IROS 2006), Oct. 11th, 2006, Beijing, 
China (4 papers) 

[5] SICE-ICCAS Joint Conf. 2006 (SICE-ICCAS), Nov. 
21st, 2006, Busan, Korea (1 invited speech and 9 
papers) 

[6] 2006 SICE Symposium on Systems and Information 
(SSI ’06) (Domestic), Nov. 28th, 2006, Tsukuba, 
Japan (4 papers) 

[7] 2006 SICE Symposium on System Integration 
(SI ’06) (Domestic), Dec. 15th, 2006, Sapporo, Japan 
(15 papers) 

[8] 2007 SICE Symposium on Autonomous 
Decentralized Systems (Domestic), Jan. 29th, 2007, 
Tokyo, Japan (23 papers) 

 

8. Activity Support for Junior Academy of the 
Mobiligence project 

The steering committee supported the following 
activities of the Junior Academy of the mobiligence 
project: 
[1] Planned and held an organized session in SICE 

Symposium on Systems and Information 
2006(SSI2006), November 28, 2006 

[2] Planned and held an organized session in 19th SICE 
Symposium on Decentralized Autonomous Systems, 
January 29, 2007 

[3] Creating Glossaries(ongoing project) 
 

9. Publicity and Others 
For publicity, a home page of the Mobiligence project 

was updated accordingly[2], database on research 
achievements[3] and activity records was maintained and 
presented on the web site. 

The brochure of the Mobiligence project including 
subscribed research groups was published and distributed. 
The report, this volume, on the research activities of the 
Mobiligence project in 2006 was edited and published. 

The research results on locomotion control based on 
CPG and the outline of the mobiligence project were 
publicized to the press in Apr., 2006 at University of 
Electro-Communications. 
 

References 
[1]http://www.netrush.jp/idou.htm. 
[2]http://www.arai.pe.u-tokyo.ac.jp/mobiligence/index_

e.html 
[3]http://www.arai.pe.u-tokyo.ac.jp/mobiligence/act/ind

ex_e.html
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Group A: Adaptation to Environment 

Annual Report 
 

Koji ITO 
Tokyo Institute of Technology, Japan 

 

1. RESEARCH PROJECT 

The aim of Group A is 1) to clarify the intelligence 
mechanisms for creating appropriate hypotheses 
(“Mi-Nashi” information) based on the accumulated 
experiences under unpredictable environments, 2) to 
analyze the motor control mechanisms producing adaptive 
behaviors corresponding to dynamical environments, and 
3) to construct mathematical models of the adaptive motor 
control composed of the brain, body and environment. In 
order to perform the above subjects, the project organizes 
the following subgroups. 
Subgroup A01: Real time formation of constraint 
conditions for adaptive motor actions in dynamical 
environments.  

Motor control system consists of <Body> with 
various action outputs and sensory inputs, <Brain> as the 
central controller, and <external environment>. The body 
includes large number of sensors and actuators, and 
connects the brain with the environment. The interaction 
between the body and environment imposes some 
constraints on the redundant degree of freedom in the total 
dynamical system. Then, the body and environment are 
the controlled object and builds up the external dynamics 
to the brain. Accordingly, it is essential in the motor 
control to self-adjust the dynamic relations among the 
brain, body and environment corresponding to the purpose 
of his/her action or movement under an infinite variety of 
environments. That is, in the dynamical system with the 
redundant degree of freedom composed of the brain, body 
and environment, it is the most important problem in the 
adaptation to environment to find some constraints 
(“Mi-Nashi” information) from the spatiotemporal 
contexts and to create the internal dynamics appropriate to 
the forthcoming environment. 
Subgroup A02: Understanding of intra-cerebral mecha- 
nisms for the motor adaptation to unknown environments. 

In order to create adaptive behaviors in various 
environments, it is necessary to integrate the redundant 
degrees of freedom in the brain, body and environment 
based on changing contexts of situation. Subgroup A02 
aims to elucidate the brain mechanisms of the 
sensorimotor coordination corresponding to the dynamical 
environments by the experimental, constructive and 
systematic approaches. 
Subgroup A03: Computational modeling and under- 
standing of sonsorimotor integration.  

Subgroup A03 aims to analyze the mechanisms of 
the environment cognition and motor constraint based on 
the perceptual dynamics of visual, auditory sensations, 
etc., and to construct the computational model of real time 
sensorimotor integrations. 

2. RESEARCH GROUPS 

- Planned Research Groups
1) M. Yano (Tohoku University) 
2) K. Ito (Tokyo Institute of Technology) 

- Subscribed Research Groups
3) S. Shioiri (Tohoku University) 
4) T. Inamura (National Institute of Informatics) 
5) Y. Koike (Tokyo Institute of Technology) 
6) Y. Maeda (Yokohama National University) 
7) T. Matsushima (Hokkaido University) 
8) Y. Sawada (Tohoku Institute of Technology) 
9) S. Ichikawa (Tokyo University of Science, Suwa) 
10)  A. Murata (Kinki University, School of Medicine) 
11)  J. Tani (Brain Science Institute, RIKEN) 

3. RESEARCH RESULTS 

Subgroup A01: Real time formation of constraint 
conditions for adaptive motor actions in dynamical 
environments. 
(1) A voluntary movement is an action that the biological 
system makes for carrying out an aim with adapting 
unpredictable environments. The aim of the movement 
can be acquired by the system having “Mi-Nashi”. As a 
higher constraint for resolving the ill-posedness in motor 
control, “Mi-Nashi” has to set practical constraints in 
various levels of control mechanisms in real time. Here, 
we focused attentions on the reaching movement and 
modeled the following two decentralized autonomous 
mechanisms: 
1. Real time transformation of the desired hand velocity 

into the angular velocity of each joint: By using 
“Mobility Measure” estimated from the kinematical 
state of the system in real time, the controller can solve 
the ill-posedness of the transformation from the hand 
velocity space to the joint velocity space.  

2. Real time transformation of the desired torque of each 
joint to the muscle forces: By using information about 
the efficiency of energy consumption of each muscle in 
real time, the controller can solve the ill-posedness of 
the transformation from the joint torque space to the 
muscle force space. 

Each mechanism works as a constraint that emerges in 
real time from the sensory information about the 
kinematical and dynamical properties of the system 
during the movement. Thus, the proposed mechanisms 
enable the system to adapt to the unpredictable changes in 
the environment and the system itself, and can be 
considered as the mechanism for constraint 
self-emergence/self-satisfaction based on “Mi-Nashi”. 
(2) Thanks to a mutual interaction among a variety of 
chemical substances, real neural networks in our 
brain-nervous systems is not merely an electric circuit, 
but a complicated dynamical system, which can be 
changed depending on neuromodulators, such as 
acetylcholine, dopamin, 5-HT, and so on. This suggests 
that the polymorphism of the neural network is 
dominated by a small number of neuromodulators, and 
the activities of the chemical substances should be 
intrinsically self-regulated according to a sensorimotor 
context. Based on this, we proposed a neural network 
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model with intrinsic neuromodulator bias. The proposed 
model was applied for an arm-reaching movement 
controller under various viscous curl force fields. 
Simulation results demonstrated that the neural circuit 
structure of proposed model was changed depending on 
the contents of sensorimotor mappings and could adapt to 
changing environments in real time. 
Subgroup A02: Understanding of intra-cerebral mecha- 
nisms for the motor adaptation to unknown environments. 
(1) When manipulating objects or using tools, humans 
must compensate for the resultant forces arising from 
interaction with the physical environment. Recent studies 
have shown that humans can acquire a neural 
representation of the relation between motor command 
and movement, i.e. learn an internal model of the 
environment dynamics. Then, we can generate a motor 
command in a feedforward manner. 

This year, we investigated whether humans could 
identify a simple dynamics from the complex body- 
environment dynamics. Humans memorize the time series 
of the hand reaction force and the hand velocity and 
displacement through the somatosensory feedback. Then, 
if the force vectors loaded to the hand are orthogonal 
each other or there are the phase differences between the 
peak values of external forces, humans could decompose 
the mixed environment dynamics into different simple 
dynamics, i.e., could make separate internal models. 
After this, it will be necessary to analyze the relations 
between the separate identification and the tool use. 
(2) We investigated the brain mechanisms of recognition 
bodily self and others. Basically, the parietal-premotor 
network is considered to be related to the sensory motor 
control, but our results suggested that this network has 
crucial roles for matching the efference copy with the 
sensory feedback through the internal model and has a 
part in forming body images. We speculate that the 
mirror neuron responds to both visual images of one’s 
own body and others, then the visual signal and motor 
command are integrated in the process of motor learning, 
and finally the visual representation of action may trigger 
the motor programs in mirror neuron system. This 
hypothesis provides important concepts for imitation 
learning or simulation of other’s mind in the 
computational modeling. On the other hands, it is not 
clear how the brain represents other’s body. Our data in 
VIP suggests that other’s body is recognized by referring 
to self body mapping in the manner of mirror image. This 
provides an important suggestion for computational 
modeling of imitation or recognition of other’s body.   
Subgroup A03: Computational modeling and under- 
standing of sonsorimotor integration.  
(1) Humans interact with many different objects and 
environments. The motor control system must be capable 
of providing appropriate motor commands for the 
multitude of distinct contexts that ate likely to be 
experienced. 
   In the experiments, the virtual ball moving was shown 
vertically downward on the display. The SPIDER system 
simulated the contact force, which was given to the 
subject with five different timings from -60 to 60 msec. 
The subject was asked to catch the virtual ball at a fixed 
hand position. After learning, the subjects received the 
ball at a fixed timing advanced by the contact force 
feedback. We found that subjects learned new 
environments in which the ball was falling by different 
timings even though the visual information was invariant. 
These results suggest that the somatosensory feedback 

plays an important role to form a timing in the 
feedforward manner. 
(2) In our daily life, we frequently perform coordinated 
movements using right and left hands and fingers. To 
explore coordinated control mechanisms, subjects 
performed forefinger movements of two patterns 
(in-phase and anti-phase movements). During these 
movements, new external force field was inflicted to the 
left finger tip by a manipulandum. We observed a strong 
inter-finger cooperation in the in-phase movement and 
independent control feature in the anti phase movements. 
Additionally, we found that the adaptation characteristics 
to the force field in the in-phase and anti-phase 
movements are different with each other. It will be 
necessary to investigate the relations between the 
spatiotemporal characteristics of right and left 
coordinated movements and the motor control system by 
using brain imaging methods. 

4. MEETING AND OTHERS 

- Meeting of Group A  
Date: 13:30-17:30, 23 June, 2006. 
Place: Meeting room, Toya Sunpalace. 
Attendee: 20 members. 
Contents: Report on the research plans and results by 
all members of planned and subscribed research 
groups and frank and fruitful discussions on 
“Mi-Nashi”.  

- Joint meeting of Group A and B 
Date: November 20, 13:00 – 21, 16:30, 2006. 
Place: Meeting room, The Research Institute of 
Electrical Communication, Tohoku university. 
Attendee: 50 members of group A and B. 
Contents: Report on the research results by group 
members and the general discussions on adaptation to 
environments including the following invited lectures. 
1) Dr. Kikuro Fukushima (Hokkaido University, 

School of Medicine): “Frontal cortical control of 
pursuit eye movements”. 

2) Dr. Rieko Osu (National Institute of Information 
and Communications Technology (NICT) / ATR 
Computational Neuroscience Labs): “Motor 
control and learning”. 

3) Tiaza Bem-Sojka (Department of Bionics, Institute 
of Biocybernetics and Biomedical Engineering, 
Polish Academy of Sciences): “Multistability and 
neuro- modulation: two mechanisms of network 
activity reconfiguration”. 

4) Pierre Meyrand (Laboratoire de Neurobiologie des 
Reseaux. CNRS/ University of Bordeaux1): 
“Reconfiguration of a rhythmic motor program by 
a mechanoreceptor neuron”. 

- Invited lecture  
Date: 16:30-17:45, 21 March, 2006. 
Place: Dept. of Informatics, Systems, Tele- 
communications (DIST), University of Genova, Italy. 
Attendee: 15 PhD students and researchers. 
Lecturer: Koji ITO. 
Title: Adaptive Motor Functions through Dynamic 
Interactions among the Body, Brain and Environment. 
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Voluntary Movements Controlled by “Mi-Nashi”
created in the Motor Cortices.

Masafumi Yano, Research Institute of Electrical Communication, Tohoku University

I. INTRODUCTION

A voluntary movement is an action that the biological
system makes for carrying out an aim with adapting un-
predictable environments. The aim of the movement can be
acquired by the system having “Mi-Nashi”. As a higher
constraint for resolving the ill-posedness in motor control,
“Mi-Nashi” has to set practical constraints in various levels
of control mechanisms in real time. Furthermore, for adapting
unpredictable changes in conditions of the system and the
environment, “Mi-Nashi” should emerge from the system-
itself depending on interactions between the system and the
environment, and the system have to evaluate whether the
emerged “Mi-Nashi” would be satisfied every moments. These
are computational problems that the motor control system, i.e.,
the motor cortices, has to solve during the voluntary movement
control in the real world. Here, we focused attentions on the
human reaching movement of the redundant arm.

II. IMPEDANCE MAP FOR VOLUNTARY MOVEMENT

Fig.1 shows an impedance map of the body [1]. Elements
in upper and lower rows correspond to dimensions of ‘mo-
tion’ and ‘force’, respectively, and three columns represent
configuration spaces of the body (left, hand-space; middle,
joint-space; right, muscle-space). To transform one dimension
to the other or one space to the other, respective matrices
are needed. A computational task for the reaching movement
control is to calculate commands for the muscle force from
the information about the hand position. For this task, some
of the matrices have to be determined. However, this problem
is ill-posed because the biological system is redundant. To
determine the necessary matrices, there must be a constraint.

In conventional approaches [2]–[6], it was supposed that
dynamical and environmental parameters would not change
during the movement. Thus, only in such condition, previ-
ously proposed constraints could determine the appropriate
matrices for the reaching movement. These imply that the
existing constraints have no adaptability by themselves to the
unpredictable changes of system or environment. Although
a learning strategy was proposed to estimate the dynamical
and environmental parameters through the repeated trials and
errors of reaching movement, the adaptability of such strategy
would be limited to the case that the conditions of system or
environment change rather slowly compared to the time scale
for the learning strategy.

For the reaching movement in the real world, the constraint
itself should be adaptable to the unpredictable changes. In the
followings, we propose two mechanisms, in which constraints

emerge in real time from interactions between the system and
environment during the movement.

Fig. 1. An impedance map of the body for reaching movement.

III. A DECENTRALIZED AUTONOMOUS MECHANISM TO
OPTIMALLY TRANSFORM THE DESIRED HAND VELOCITY

TO THE ANGULAR VELOCITY OF EACH JOINT IN REAL TIME

We propose a reaching movement controller that uses
kinematical information of the system during movements.
Suppose 3 joints - 3 links model of a redundant arm moving
in 2D plane (Fig.2A). As a higher constraint, the controller
calculates a desired hand velocity, vd, in real time from
sensory information about a desired hand position, xd, and
a current hand position, xh (Fig.2B):

vd = (xd − xh)/td, (1)

where, td is a time gain.

A. Decentralized autonomous controller

To satisfy vd, the controller determines the velocity com-
mand of each joint, ṽdi, through decentralized autonomous
interactions written as:

ṽd1 = (1 − k2)(1 − k3)vl
d1 + k2v

c2
d1 + k3v

c3
d1

ṽd2 = (1 − k1)(1 − k3)vl
d2 + k1v

c1
d2 + k3v

c3
d2 (2)

ṽd3 = (1 − k2)(1 − k1)vl
d3 + k2v

c2
d3 + k1v

c1
d3,

where, vl
di, vcj

di are local commands and coupling commands
of each joint, respectively (Fig.2B, C). ’ki’ is an index
for evaluating mobility of each joint, as we call ’Mobility
Measure’, defined as follows:

ki = exp[− ln 2‖vl
di − vi‖2/(‖vl

di‖/2)2]. (3)

ṽdi in Eq. (2) is transformed to the desired joint torque by the
following equations.

θ̇di = ṽdi · exi/‖ai‖ (4)

τdi = Gi(θ̇di − θ̇i), (5)
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Fig. 2. Three joints arm model (A) and definitions of a local command, its
residual (B), and coupling commands(C).

Fig. 3. A block diagram of the decentralized autonomous controller.

where, Gi is a proportional gain of joint i. A block diagram
of the controller is shown in Fig.3.

B. Matrix-form description of decentralized autonomous con-

troller

With regard to the system as a whole, the controller written
as a decentralized autonomous form in Eqs. (1)-(4) can be
generally transformed into a matrix form by using Jacobian,
J = [J1 · · ·Jm], J i = ∂xh/∂θi ∈ �n×1 [7].

θ̇d = Kldiag(JT J)−1JT vd

+ diag(JT J)−1JT (KcV
r
d)

T , (6)

where, Kl = diag[Πm
j �=1(1 − kj), · · · , Πm

j �=m(1 − kj)] ∈
�m×mKc = [k1 · · · km] ∈ �1×m, V r

d = [vr
d1 · · ·vr

dm] ∈
�n×m. First and second terms of the right-hand side in Eq.
(6) correspond to the local and coupling commands in Eq. (2),
respectively. Eq. (6) implies that the controller would have
distinctive features depending on the values of ki. When ki

for all joints is 0, only the first term will be left and it pulls
the hand to the desired hand position in a spring-like manner.
Since Eq. (6) does not include inverse Jacobian matrix, the

controller would work well regardless of any initial configu-
ration including a singular configuration. When ki for all joints
is 1, only the second term will be left, and consequently the
calculated θ̇d will be an analytical solution which satisfies
the direction of vd [8]. During movements, ki would have a
value between 0 and 1, and the above two strategies would be
combined. So, if ’ki’ evaluates the kinematical and dynamical
mobility of each joint, appropriate motor pattern would emerge
in real time even when unpredictable changes occur in the
environment or the system.

C. Simulated results

Fig.4A and Fig.4B show simulated results in the normal
case and in the case that the first link was lengthened,
respectively. In both cases, the hand trajectories were al-
most straight regardless of movement directions. ’fi’ in Fig.4
shows the kinematical mobility of each joint calculated from
configurations of the links during movements. These results
indicate that the mobility measure, ki, appropriately evaluates
the changes of the kinematical mobility caused by the change
of the link length, and the controller autonomously shifted the
dominant joint depending on the movement directions. Further
simulated results (data are not shown) confirmed that the
mobility measure, ki, can appropriately evaluate the dynamical
mobility of the joint, and that the controller can adapt the target
shift during the movement or can carry out the movement from
the fully-stretched, singular configuration.

IV. MECHANISMS FOR AN EMERGENCE OF CONTROL
COMMANDS FOR THE HAND VELOCITY AND FOR

TRANSFORMING THE DESIRED JOINT TORQUE TO THE
MUSCLE FORCES IN REAL TIME

In this section, we propose two mechanisms, i.e. one for an
emergence of control commands for the hand velocity and the
other for transforming the transforming the desired joint torque
to the muscle forces, that accomplish the reaching movement
even when the target position would be changed during the
movement. Suppose an arm model of 2 joints - 2 links with
6 muscle types moving in 2D plane ( Fig. 5 )

A. Emergence of control commands for the hand velocity

A higher center for the motor control has to generate the
control commands that carry out the movement purpose with
making the movement smooth. Suppose that t0, tnow, td, Xd

are the start time, the present time, the desired end time and
the desired hand position for the reaching movement. The 6
boundary conditions can be obtained as follows: Ẋ(t0) = 0,
X(tnow), Ẋ(tnow), X(td) = Xd, Ẋ(td) = 0, Ẍ(td) = 0.
From the following equation, the higher center calculates a
profile of the hand velocity from the present time to the
desired end time that satisfies the 6 boundary conditions and
the condition for the smooth movement:

X(t) =
5∑

i=0

1
i!

Cit
i, (7)

where, Ci is a coefficient vector determined by the boundary
conditions. Based on Eq. (7), desired vectors of the hand
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Fig. 4. Simulated results of normal reaching with different arm geometries.
Ai: Hand trajectories with one example of arm postures traced every 0.1 s
with stick lines. Aii: Spatial map of kinematical mobility measures for the
shoulder (f1), elbow (f2), and wrist (f3). Aiii: Spatial map of joint mobility
measures for the shoulder (k1), elbow (k2) and wrist (k3). B; Corresponding
results when the first link was lengthened.
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Fig. 5. Arm model of 2 joints - 2 links with 6 muscle types moving in 2D
plane. A: Two joints arm model. B: Muscle configuration.

velocity, Xdand of the hand acceleration, Ẍd, for t+∆t[s] are
calculated as:

Ẋd =
5∑

i=1

1
(i − 1)!

Ci(tnow + ∆t)i−1, (8)

Ẍd =
5∑

i=2

1
(i − 2)!

Ci(tnow + ∆t)i−2. (9)

These commands work well as constraints for the controller
of joints even when the target position would change.

B. Transformation from the desired hand velocity to the de-

sired joint torques

Ẋd and Ẍd are transformed into the desired joint torques
by the following equation:

Td,i = Iv,iθ̈d,i + Ki

(
θ̈d,i − dθ̇i

dt

)
. (10)

where, θ̈d,i and Iv,i are the desired angular acceleration of
the joint i and the inertia moment of the links estimated
from the muscular-sensory information, respectively. First and
second terms of the right hand side of Eq. (10) are the feed-
forward and the feed-back components, respectively. Ki is the
proportional gain for the feed-back component.

C. A decentralized autonomous mechanism to optimally deter-

mine the muscle forces based on the muscle-efficiency function

A problem to optimally transform the desired joint torque to
the force vector of redundant muscles of each joint is described
as the following mathematical programming problem (MP
problem):
Objective function:

max
p

f(p, ṗ, t) = P0
tη(p). (11)

Constraint:

g(p, ṗ, t) = T − Rp = O, (12)

where, P 0 ∈ �n×1, η ∈ �n×1, R ∈ �r×n, p ∈ �n×1, T ∈
�r×1, and r, n are the numbers of joints and muscles.
P0,i, ηi, pi, Tj and Rji are the maximum force of the mus-
cle i, the muscle-efficiency function, the muscle force, the
desired joint torque and the moment-arm of muscle i for
joint j, respectively. Because the muscle-effciency function is
convex and the constraint for the MP is linear, the locally
optimal solution corresponds to the globally optimal solution.
Based on Lagrange’s method of indeterminate coefficient, the
requirement to provide the optimal solution is defined by the
following equation:

P b
0,1

∂ηb
1

∂pb
1

= . . . = P b
0,k

∂ηb
k

∂pb
k

=
l∑
i

Pm
0,i

∂ηm
i

∂pm
i

, (13)

where, b, m, are the indices of biarticular and monarticular
muscles, and k, l are the numbers of biarticular and monar-
ticular muscles, respectively. Eq. (13) can be satisfied by
the decentralized autonomous interactions among the muscles,
and thus, the interactions can be thought as the dynamical
constraint for determining the redundant muscle forces (Fig.
6).

D. Simulated results

Fig.7 shows typical examples, indicating that the smooth
hand velocity profile emerges even when the target was
suddenly changed just after the movement onset. Comparison
between the analytical solution and the simulated muscle
forces during the movement confirmed that the proposed
mechanisms optimally transform the desired joint torque to
the redundant muscle forces (Fig. 8).

9



Muscle

Efficiency

function

Skeletal system

Joint torque
2
T

r
T

m

p
1

b

i

p

1
T

Joint

m

1

η&

i
p

i
η i

η&

i
p

i
η i

η&

b

k

p
m

l
p

m

p
2

m

2
η&

m

l

η&

Monoarticular muscles Biarticular muscles

∑
m

i

η& b

k
η&

b

i
η&

Contraction force

interaction

Fig. 6. Decentralized autonomous interactions among the muscles using the
information about the muscle efficiency.

Fig. 7. Typical arm movements (A, C) and hand velocity profiles (B, D). A,
B: Normal case. C, D: Case when the target was shifted.

V. CONCLUSION

The proposed mechanisms are summarized as Fig.9. The
mechanism described in Section 3 can be thought as the
constraint for the transformation from the hand velocity space
to the joint velocity space (Fig.9, Arrow 2). The emergent
mechanism for desired hand velocity (Fig.9, Arrow 1), pro-
posed in Section 4, works as the constraint for determining
the trajectory of the hand in real time even when conditions of
the system or environment suddenly change during the move-
ment. Furthermore, the decentralized autonomous mechanism
proposed in Section 4 (Fig.9, Arrow 3) works as the constraint
for transforming the joint torque to the muscle forces, and
dynamically optimizes the movements in real time. Thus, we
conclude that the proposed mechanisms solve the ill-posed
problem in the motor control for reaching movement and
simultaneously enable the system to adapt to the unpredictable
environment in real time.

Fig. 8. Comparison between the analytical solution and the simulated forces
of each muscle.

Fig. 9. Summary of the proposed decentralized autonomous mechanisms in
the impedance map.
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A02 Annual Report 2006: Modeling of Intra-cerebral Mechanisms for

Motor Adaptation to Unknown Environments

Koji ITO
Tokyo Institute of Technology

Toshiyuki Kondo
Tokyo University of Agriculture and Technology

I. INTRODUCTION

Even if we situated in unknown, diverse, complicated and
dynamically-changing environments, we can adapt in several
trials-and-errors. As a consequence of the motor learning
processes, we can acquire a neural representation of the
relation between motor command and movement, i.e. learn
an internal model of the environment dynamics. However it is
still open question to explain the neural representation, i.e. how
the internal models are represented in a brain. For example, we
can instantly manipulate any objects by using any tools even
though there are a number of combinational possibilities.

In addition, we can select an appropriate internal model
according to the contextual information of the environments.
It implies that there is an intrinsic prediction and motor
adaptation mechanisms in the motor area of our brain.

The group A02 aims to clarify the intra-cerebral mech-
anisms to recognize unknown environments and generate
suitable motor commands through psychophysical experiments
and computational modeling of human arm-reaching move-
ment learning.

In this annual report we will explain our recent research
topics entitled; “Decomposition of internal models in motor
learning under mixed dynamic environments” and “Polymor-
phic neural networks model.”

II. DECOMPOSITION OF INTERNAL MODELS IN MOTOR

LEARNING UNDER MIXED DYNAMIC ENVIRONMENTS

In daily life, we utilize many kinds of tools to achieve var-
ious tasks. The tool connects the body with the environment.
In order to realize the task quickly, smoothly or efficiently,
it is required to adjust the kinematic and dynamic relations
among the body, tool and environment according to the task.
Now, to manipulate objects or to use tools, humans must
compensate for the resultant forces arising from interaction
with the physical environment.

Recent studies have shown that humans can acquire a neural
representation of the relation between motor command and
movement, i.e. learn an internal model of the environment dy-
namics. Then, we can compensate for the mechanical perturba-
tion in a feedforward manner. Humans can learn an enormous
number of motor behaviors in different environments. Then,
it is required to construct multiple internal representations
of various dynamic environments, which can be recollected
corresponding to each environment. The concept of multiple
models implies the ability to adapt to diverse perturbations

with different contexts and to make efficient use of redundancy
by performing the same task in different ways under different
environments[1].

In this study, we consider two environments that have differ-
ent dynamics (“V”elocity-dependent and “P”osition-dependent
force Fields). Through the psychophysical experiment of arm-
reaching movement, the effect of the experience in the mixed
force field (V+P) to the following learning processes is dis-
cussed.

A. Experimental setup

The experimental apparatus is shown in Fig.1. The manip-
ulandum (x-y table) is actuated by a couple of linear direct
drive motors (x axis: max. 599 N, y axis: 197 N; NSK Ltd),
which are controlled by the digital servo at the sampling rate 2
KHz and can generate various mechanical impedances against
the grip grasped by the subject. The subject was seated on
the chair with adjustable height in front of the experimental
equipment and the trunk was fixed on the back of the chair
by the strap. Therefore, the elbow and shoulder joints could
only move in the horizontal plane (two degrees of freedom).
The subject was instructed to reach the target from the initial
position with a velocity within the range of 300±50 ms.

The target position was located at 0.125 m from the start
point in the y-axis direction. The hand position during move-
ment including the initial and final positions was displayed on
the front screen by the projector.

Fig. 1. Experimental setup.

The manipulandum generated two kinds of dynamic envi-
ronments V and P as shown Fig.2, which were loaded to the
grip grasped by the subject. Here, V is a resistive viscosity
force field in proportion to the velocity in the direction of
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movement (Eq.(1)), P is a resistive position dependent force
field in proportion to the displacement in the direction of
movement (Eq.(2)).

F = BẊ (1)

F = KX (2)

where, X=[x, y]T and F =[Fx, Fy]T represent hand po-
sition and perturbation force to the hand, respectively. In the
experiment, B=[12 -12; -12 -12] N/(m/s)，and K=[50 50; 50
-50] N/m.

The subjects are separated into two groups (group A and
B), and the experiments have been executed during two days.
The procedure of the experiment is as follows. First, sufficient
successful trials are asked under the null field (NF) for
training. Next, 160 trials were performed under the viscosity
force field V Then, for the group A, 160 trials were performed
under the mixed force field V+P. For the group B, 160 trials
were performed under the viscosity force field V instead of
V+P. Finally, for both groups, 160 trials were performed under
the force field P.

Fig. 2. Force fields.

The performance of the arm-reaching movement was eval-
uated based on the Eq.(3) and (4). Here, t0 and tf1 are start
time and termination time of the reaching movement, and tf2

is tf1+600 ms.

E1 =
∫ tf1

t0

|x||ẏ|dt (3)

E2 =
∫ tf2

tf1

√
(xd − x(t))2 + (yd − y(t))2

tf2 − tf1

dt (4)

B. Results

Fig.3 shows the hand trajectories of a subject in the mixed
force field V+P (the group A). Also Fig.4 depicts the hand
trajectories of a subject in the velocity-dependent force field V
(the group B). These figures represent three stages of learning,
i.e., 1) before learning (1–10 trials), 2) after learning and 3)
the after-effect. In the final stage of learning, the force field
was unexpectedly removed on selected trials to examine the
after-effects of learning.

The learning process seems to be same for both force fields
V and V+P. The hand trajectory is slipped out from the straight
line toward the target at the beginning of learning, which
indicates that it is an unknown dynamics for the subject.
Especially, it should be noticed that the force field V+P is an
unknown dynamics even after having learned the force field
V.

On the other hand, when coming to the end of learning, the
hand trajectory could be kept near the straight line to the target
in both force fields V and V+P. It indicates that the subject per-
forms the reaching motion based on the identified environment
dynamics V and V+P respectively. This is confirmed by the
after-effect. The hand trajectories are curved to the clockwise
direction even under no force field, which suggests that the
reaching motion is performed by a feedforward manner based
on the internal representation of the environment dynamics.

Fig. 3. Trajectories under force field V+P (Group A)．

Fig. 4. Trajectories under force field V (Group B)．

After the learning experiments for the force field V and
V+P, the subject was asked to perform the reaching motion
under the force field P. Fig.5 (a) shows the performance index
during early stage of learning, which determined by Eq.(3) and
(4). As in Fig.5(b), it is seen that the trajectory of the subject
(group B) is deviated from the straight line to the target during
1–5 trials. On the contrary, the trajectory of the subject (group
A) seems stable during the trials. These results imply that the
subject (group A) could partially identify the force field P
through those learning processes.

In addition, Fig.5(c) demonstrates the reaction force of the
hand at 1–10 trials of the both groups. In the figure, the
horizontal axis is x-directional components of the hand force,
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and vertical axis is the y-position of the hand. From these
figures, it can be seen that the subject (group A) can produce
opposite force to compensate the force field P even in early
stage of the learning (i.e. 1–5 trials).

Fig. 5. Analysis of the experiment．

III. POLYMORPHIC NEURAL NETWORKS MODEL

Recent neurophysiology has revealed that a variety of chem-
ical substances called neuromodulators (NMs) play crucial
roles to regulate the dynamic characteristics of neural net-
works. Even in the case of higher level animals, the ability
of environment cognition and motor adaptation should be
influenced by internal/external hormones.

Based on the physiological background, we proposed a
polymorphic neural networks model for the environment cog-
nition and motor adaptation. In the proposed model, the
sensorimotor mappings represented by the neural networks can
be modulated according to the density of the diffused chemical
substances. In addition, the diffusion of the neuromodulators is
regurated by the same monolithic neural networks. Therefore,
the proposed model intrinsically has self-reference structure.

A. CTRNN with NM bias

In this study, a polymorphic neural networks model is
proposed based on a continuous time recurrent neural networks

NM bias neurons
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Fig. 6. CTRNN with Intrinsic Bias

(CTRNN). Thus the neural networks model is called CTRNN
with NM (neuromodulator) bias.

Fig.6 schematically shows the CTRNN with NM bias. The
network basically consists of fully-connected hidden neurons,
each of which has the following dynamics (leaky-integrator
dynamics).

Ti

dsi(t)
dt

= −si(t) +
Nh∑
j=1

wijhj(t) +
Ns∑

k=1

wikIk(t) (5)

hj(t) =
1

1 + exp [− (sj(t) − θj)]
(6)

where si(t) and hi(t) are the internal state and output of the
neuron i, respectively. Ns and Nh are the number of sensors
and hidden units. Ti is the time constant of the neuron, wij

and wik are the synaptic weights, and θj is the threshold of
the neuron. These parameters (T , w, θ) are the target to be
optimized.

As can be seen in the figure, the proposed model has
additional bias inputs named NM bias ζi. The characteristics
of the CTRNN can be altered by modulating the NM bias ζi

like RNNPB (recurrent neural networks with parametric bias)
proposed by Tani[2].

One of the crucial point to be noted is how the bias
inputs can be regulated. In neurophysiology, the self-recursive
modulation is known as “intrinsic neuromodulation[3].” In
the proposed model, we adopted the self-regulation method
proposed in [4], i.e. the NM bias is controlled by the identical
network itself.

As schematically shown in Fig.6, each hidden neuron
has the capability to diffuse its specific (i.e. genetically-
determined) type of NM (λj = {1, 2, · · · , M}) in accor-
dance with its activity and the diffusing function given by
Eq.(7) is also genetically-optimized.

ζi(t) = exp

[
(hj(t) − µj)

2

2σ2
j

]
(7)

In this example, the shaded hidden neuron can diffuse NM2
(λj = 2) with the concentration ζ2 depending on its activity.
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B. Simulation

To investigate the validity of the proposed model, it is
applied to two dimensional arm-reaching movement control
in various viscous force fields (Fig.2). In the simulation, we
modeled the human arm as a planar two-link manipulator with
antagonistic muscles. Moreover the external forces in the hand
coordinate F is given by the following equation.

F = BẊ (8)

B =
(

b11 b12

b21 b22

)
= n

(
0 −1
1 0

)
(9)

where F described by Eq.(8) is a viscous curl force field, in
which the hand suffers an orthogonal force in proportion to the
hand velocity Ẋ . In the simulation, we optimized the neural
controller modeled by the CTRNN with NM bias model under
both of two environments (F Env1 and F Env2 ). Here, F Env1

is a null field, i.e. n=0.0 in Eq.(9). On the other hand, F Env2

corresponds to a viscous curl force field, i.e. n=5.0.

C. Results

After the parameters optimization process, the evolved
CTRNN+NM-based neural controller was evaluated in the
following four environments, i.e. n=0.0, 2.5, 5.0, and 7.5
in Eq.(9), because we are interested in the robustness of the
neural controller. Note that n=0.0 and n=5.0 are the training
environments, and n=2.5 and n=7.5 are un-experienced (i.e.
unknown) environments. Fig.7 demonstrate the resultant hand
trajectories in the four kinds of viscous curl force fields.
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n=5.0
n=7.5

Fig. 7. Resultant trajectory．

As can be seen in Fig.7, the optimized neural controller
based on the proposed model can recognize environmental
change via its sensorimotor context, and it can appropriately
modulate sensorimotor mapping so as to keep an optimal hand
trajectory.

For further investigation about the robustness of the pro-
posed CTRNN+NM model, we measured the performance of
the optimized neural controller while the viscous parameters
(b12 and b21 in Eq.(9)) are exhaustively changed in a range
(b12 ∈ [-3.0,-7.0], b21 ∈ [3.0, 7.0]). Fig.8 shows the results
of the exhaustive evaluation.
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Fig. 8. Robustness of the trained neural controllers while viscous parameters
(b12 and b21) are exhaustively changed.

According to the verification experiments, the proposed
CTRNN+NM model has demonstrated high robustness against
not only b12 but also b21. Especially, the diagonal line keeps
high performance. This implies that the proposed CTRNN
with NM bias model evolved “adaptation strategy” (i.e. sen-
sorimotor constraints and their elicitation procedure) instead
of “sensorimotor mapping” as it is (i.e. an optimal inverse
dynamics of the experienced environment).

IV. CONCLUSION

In the paper, we shortly reported two research examples in
the group A02; psychophysical experiments of arm-reaching
motor learning and proposal of a computational polymorphic
neural networks model with self-reconfigurable feature, called
CTRNN with NM bias.
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Abstract—We investigated the differences between processes of 
explicit and implicit learning related to visual perception, 
measuring facilitation effect by learning stimulus configuration 
in visual search experiments (contextual cueing effect). Explicit 
learning was found to be less efficient than implicit learning 
when evaluated by visual search time even the participants had 
similar time of period for learning for both type of learning. 
This result suggests that the learning and/or memory process in 
seeing repeatedly without explicit knowledge of the repeats is 
different from the process with explicit learning. The implicit 
and explicit processes may have different role iin visual 
perception and the farmer is perhaps useful for memorizing or 
familiarizing complex scenes, with which active visual 
processing such as visual searches performed efficiently 

I. INTRODUCTION 
When we perceive the world, we usually think we are 

aware what we are seeing. This feeling of visual awareness 
suggests that the visual system works with processes that are 
explicit to us. However, through the history of the visual 
science, much of visual processing has been revealed to be 
done without consciousness. Indeed, there is variety of 
counter intuitive visual perception. For example, motion is 
seen in the opposite direction to that of actual displacement in 
the visual stimulus1 and perceived motion direction changed 
with stimulus temporal conditions2. The visual system, and 
perhaps other sensation systems also, has processes that we 
are not aware. It is important and possible to differentiate 
conscious and unconscious processes to understand the brain 
functions, which in turn is important to develop interfaces to 
machines and/or education system suitable for the human 
brains. However, we have little knowledge of the role of 
consciousness in vision and of the method to investigate it. 
Our approach for the issue is to measure the differences in 
performance between the conditions, which we assume that 
the explicit and implicit processes concerns based on the 
experimental manipulations. 

In the present study, we focus on a phenomenon called 
contextual cuing effect. Contextual cuing effect is a type of 
unconscious or implicit learning of visual images. Although 
implicit processes for motor control have been investigated 
for decades3, 4, those for perception and recognition is not 
much known. Contextual cuing effect is one of a few implicit 
learning effect known for visual perception5, 6. It is found 
when participants search a target among similar distracters 
repeatedly in a visual search task. In the original condition of 
the first report of contextual cueing5, half of the displays (the 
location of the target and distracters) are unique to each trial, 
whereas the remaining displays are repeated throughout the 
experiment. There were twelve different repeated displays, 
where the locations, but not the identities, of the target and 
distracters are held. The contextual cuing effect is the 
 
 

fastening of the target detection time in the repeated displays. 
This is an example of implicit learning since participants are 
often unaware that any repetitions have occurred. When an 
recognition test of the displays is performed at the end of the 
search sessions, performance is at chance even for 
participants who report being consciously aware of the 
repetitions during. 

The purpose of the present study is to investigate how 
implicit and explicit learning/memory of stimulus images 
differ in performing visual search tasks. We measured the 
reaction time and eye movements of participants when they 
were searching a target in repeated or new displays.  
Participants were told to search the target without being 
informed of the repetition of displays in the implicit condition. 
In the explicit condition, in contrast, participants were told to 
memorized the display so that they would be able to use the 
information to search the target in later trials in the session. 
Possible differences in the learning processes could cause 
differences between the two conditions in the degree of the 
shortening of reaction, in time course of the learning, and in 
eye movements properties.  

Before the experiment comparing explicit and implicit 
learning, we examine whether contextual cueing effect is find 
by learning of preceding displays. The reason why we did this 
experiment was because we wished to show the generality of 
the effect. Temporal contexts should be important in everyday 
life to predict the events later and the effect should be 
considered more important if it occurs with the preceding 
display.] 

 

Fixation dot 500 ms

No target frame 750 ms

Target frame 750ms

Fixation dot 500 ms

target frame

no target frame

 
Fig 1. Examples of the target frame (top) and no target frame 

(left). Five frames (one target frame and four no target frames) were 
presented sequentially.  

 

II. EXPERIMENT 1: TEMPORAL EFFECT 

A. Method 
Figure 1 shows the example of search stimuli. The target was a T 

among eleven Ls. To investigate the temporal effect, five displays 
were sequentially presented and a target was in one of the displays. 
Each block had twenty four trials, half of which were old and the 
other half was new displays. In old displays, stimulus configurations 

The Roles of Implicit and Explicit Processes in Vision 
Satoshi Shioiri, Matsumiya Kazumichi, Kuriki, Ichiro 

Tohoku University 
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was fixed so the locations of the target and distracters were the same 
while the orientation and color differed from one to the other. 

Participants searched a target in the five displays and pressed one 
of two keys to indicate the direction of target T when he found the 
target in whichever of the displays. Each participant ran twenty five 
blocks. Five students from Tohoku University participate in the 
experiment. Stimuli were displayed on a 21 inch CRT display under 
control of a video board (ViSaGe, Cambridge Research Inc.), after 
careful calibration of luminance linearity and viewed from 38 cm 
distance. 

 

 
 

 
Fig. 2 Reaction time as a function of epoch (group of five blocks) 

for new and old sets of frames (top). The difference between the new 
and old sets (amount of contextual cueing effect) for each target 
frame (bottom). 

 
B Results 

Figure 2 (a) shows reaction times averaged over participants as a 

function of epoch (which is a sum of five blocks) separately for new 
and old displays and (b) shows reaction time for different  temporal 
target locations (the frame number with the target in the five 
displays). These results showed, first that contextual cueing effect 
was found in the present condition, and second that the effect was 
larger in later displays. They suggest that context of the previous 
display influences the present target localization. The visual system 
may use spatiotemporal context for visual search, which is perhaps a 
useful in the everyday life, for examples, driving a car on familiar 
roads and finding food in the refrigerator. 

III. EXPERIMENT 2: EXPLICIT AND IMPLICIT MEMORY 
A. Method 

Search stimuli were similar to the one used in Experiment 1 (the 
target was T among eleven Ls ) but only one frame was used for each 
trial. There were two types of sessions: one is called memory session 
and the other is called no memory session. First eight blocks of a 
total of 32 blocks in each session are for learning (learning phase) 
and the rest blocks are for search (search phase). There were implicit, 
explicit and new display conditions in each session. Each block 
consisted six explicit, six implicit and six new display trials. There 
were differences in the learning phases among different stimulus 

conditions.  
 
Fig.3 Sequence of trials in the learning phase. A pre-cue frame 

with a red (in the explicit display) or a green circle (implicit and new 
displays) was presented before each stimulus display.  

 
The explicit stimulus display was presented for 1s after a uniform 

field with a red circle at the location of the target in the stimulus 
display. The stimulus display replaced the field when participants 
initiated the trial by pressing a key. The memory and the no memory 
sessions used different instructions for explicit stimulus display. In 
the memory condition, participants were told to memorize the 
configuration (the location of the target and distracters) so that the 
knowledge was used to find target later in the search phase. 
Participants were assumed to memorize the image configurations 
explicitly in this session. In the no memory session, participants 
were told to respond the direction of the target T (left or right) 
without being told the configurations were used later in the search 
phase. Participants were assumed to memorize the image 
configurations explicitly in this condition.  

The no memory condition was a control to see the effect of seeing 
stimulus without memorization. Seeing the images with neither 
memorizing nor searching target may still facilitate the search in 
later trials and such effect can be identified in this condition. The 
implicit and new displays were presented after a uniform field with a 
green circle at the center of the display and participants simply 
searched the target when it was presented. These two displays were 
the same in the all three conditions. There was no difference among 
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stimulus conditions in the search phase.  
 
 
Only a fixation point was displayed at the center of the display 

before the search display. At the end of a session, participants 
performed a recognition task. The recognition task consisted of 6 
new and 12 repeated displays (explicit and implicit ones).  

The same apparatus as in Experiment 1 was used and eye 
movements were recorded with an eye tracker (Cambridge Research 
Ltd.) with a 50-Hz sampling rate. Ten students from Tohoku 
University participate in the experiment. Five of them participated in 
the memory session and the other five did in the no memory session. 
 
B. Results 

Figure 4 shows reaction times averaged over participants as a 
function of epoch (which is a sum of four blocks) separately for 
memory (a) and no memory (b) conditions and Figure 5 shows 
relative values of reaction time to that of new displays. The relative 
values are shown here to cancel the individual differences in 
reaction time in order to see the differences between the implicit and 
explicit conditions independent of individual differences. First and 
the second epochs are in the learning phase, 
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Fig. 4 Reaction time as a function of epoch (group of four blocks) for 

three stimulus types in the memory condition (top) and in the no 
memory condition (bottom). 
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Fig. 5 Reaction time relative to that of new stimulus for explicit 

and implicit stimulus types as a function of in the memory condition 
(top) and in the no memory condition (bottom). 

 
The results in the memory session show that shortest reaction 

time was found in the implicit display, then explicit display followed. 
The differences between the explicit and implicit conditions cannot 
be attributed to the difference in time for memorizing because the 
reaction time of epochs 1 and 2 for implicit display is shorter than 1 
s, which was presentation time for explicit display. The results, 
therefore, suggests that explicit effort to memorize the display 
configuration is not as effective as simple repeats of searching 
displays. Interestingly, the results in the no memory condition 
showed that the reaction time is similar between the explicit and 
implicit displays, both of which are shorter than the time for new 
displays. This suggests that amount of contextual cueing is similar 
with and without searching. Since longer reaction time for explicit 
display in the memory session,  the explicit effort to memorize 
display configuration may have suppressed the contextual cueing 
effect in the memory session.  
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Figure 6 shows the recognition rate in each condition. The 
performance is at about chance in all but one conditions. The 
exception is the explicit display of the memory condition, where 
recognition rate is over 60%. Although the recognition rate for the 
condition is not very high, the value higher than that in the other 
conditions suggests that explicit learning contribute to memory that 
is used in the recognition. The results of reaction time and 
recognition rate support the notion that there are qualitative 
differences between the explicit and implicit learning. 

Figure 7 shows the results of eye movements. Relative values to 
the new display of average fixation duration and fixation numbers 
are shown. Reduction of reaction time can be attributed to reduction 
of either/both of fixation duration or/and fixation numbers. There 
are differences in fixation duration and fixation numbers among 
conditions. Decrease of fixation numbers in the implicit learning 
condition has been reported 7, 8 and the present results are consistent 
with the previous report. Fixation duration is usually unchanged 
when visual search time became short. The results of implicit 
display in the memory condition show some reduction of fixation 
duration in our experiment, while they may be within the individual 
differences. Although it is not clear that how these factors are related 
to explicit and implicit processes, the data suggest that explicit and 
implicit processes influence differently on the eye movements 
during the search phase. 
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Fig. 6 Recognition rates for three stimulus types in the memory 

and no memory conditions. 
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Fig. 7 Eye movement results for explicit and implicit stimuli. 

Fixation numbers and fixation duration relative to those for new 
stimuli are shown for explicit and implicit stimuli. 

.  

IV. DISCUSSION  
Results of reaction time and eye movements suggest that explicit 

and implicit processes work very differently for memorizing spatial 
configuration of images. Most importantly, the memory through 
explicit effort to memorizing display configurations is not as 
efficient as implicit memory obtained from repeating for visual 
search whereas the opposite is the case for recognition. Since eye 
movements are related to the differences, this may not be solely for 
perception but may also be related to action. 

There are several important issues remained for future research. 
First, the time of 1s may not be long enough for explicit memory and 
longer learning time may provide more efficient effect in the explicit 
memory condition. Second, the effect on eye movements is not clear 
in the present results. This is perhaps because of the small number of 
participants and experiments with additional participants should 
reveal the details. Third, measurements of brain activities, such as 
event related potential, related to each of implicit and explicit 
processes are important to understand physiological processes. We 
are conducting experiments considering these issues. Additionally, 
we are interested in effects of probability fluctuations between 
implicit and explicit learning and are planning to investigate the 
effects. 
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Behavior Induction and Recall under an unknown Situation based on
Multimodal Mirror Neuron Model
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Abstract— Memorization, abstraction, and generation of a
time-series of sensors and motion patterns are some of the
most important functions for intelligent robots, because these
memories are useful for situation recognition and behavior
decision making. In conventional research, recurrent neural
networks are often used for such memory functions. However,
they cannot memorize a lot of patterns and its learning
algorithm is unreliable. In this paper, I propose a method for
the induction of behavior and situational estimation based on
Hidden Markov Models, which is currently one of the most
useful stochastic models. With the proposed method, I show the
feasibility of: (1) Both recognition and association are executed
at the same time, and (2) A multiple degrees of freedom and
multiple sensorimotor patterns are acceptable.

I. INTRODUCTION

For intelligent robots, the description and memorization of
time-series sensorimotor patterns are important, such as for
sound, image, and force of action. Robots should be able to
decide the necessary behavior based on the current uncertain
and insufficient sensory data, especially in real environments.
In such cases, experience and a memory of the time-series
of the sensorimotor pattern would be effective for situation
recognition and behavior induction. Figure 2 shows the
concept of a situation estimation and behavior induction. It
is important that robots generate entire sensorimotor patterns
using short-period and imperfect triggers. It is also useful that
the motion pattern acts as trigger for the sensor association,
and the sensor patterns also act as triggers for the motion
association, as shown in Fig. 2. With this type of function,
humanoid robots could generate various behaviors with on-
site and realtime interaction between humans and robots.

Recently, dynamics-based pattern memorization and gen-
eration/association methods have been proposed. However,
these methods need certain mapping functions between sev-
eral of the internal states of the dynamics and the actual sen-
sorimotor patterns. Another difficulty that these approaches
have is that the design of their dynamics depends on the
developer, such as the number of dimensions for the internal
state space and the arbitration for multiple situations, namely
the multiple dynamics.

I have focused on a Hidden Markov Models (HMMs)
based approach rather than the methods presented above.
Inamura et al[1] have proposed a symbol emergence model
using HMMs, in which the HMMs act as recognizers,
abstractors, and generators for humanoids’ motion patterns.
I propose in this paper a novel method based on HMMs that
can recognize current situations, estimate future situations,
and invoke multimodal sensorimotor patterns.
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Fig. 1. An outline of mirror neuron model (mimesis model)

II. UNKNOWN SITUATION RECOGNITION AND NOVEL

BEHAVIOR INDUCTION USING GEOMETRIC SYMBOL

REPRESENTATION

A. Abstract of multimodal sensorimotor patterns using con-
tinuous HMM

I have proposed a mathematical model for a development
of mirror neuron model from engineering viewpoint[2]. The
concept of the model is shown in Fig.1 In the mode, HMM is
used as a key technology. HMM is a probabilistic modeling
method that can recognize time-series patterns, learn the
probabilistic dynamical system, and generate the original
patterns. HMM consists of a finite number of states and
connection arcs between each state node. In this framework,
state transition occurs probabilistically and delivers a se-
quence of multi-dimensional vectors (Fig. 3). The difference
between normal and Continuous HMMs(CHMM) is their
output information. Discrete indices are output from normal
HMMs, and continuous vectors are output from continuous
HMMs[3].

In conventional research, HMMs are used for simplex
modality like speech recognition and the motion pattern of
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humanoid robots. However, HMMs do not have any limita-
tions against the combination of several kinds of physical
quantities. Therefore, we propose CHMM for combined
multimodal sensorimotor patterns. Figure 3 shows the outline
of our proposed CHMM. For the output of the CHMM,
multimodal sensorimotor vector omulti(t) is used, that is
simple combination of several different patterns like motion,
image, and the force sensor.

B. Construction of geometric symbol representation

Although some distance is needed for construction of
space, the distance between two HMMs is not easily de-

pour
pitch bye

Fig. 4. Proto-symbol space based on time-series patterns of multi-modal
sensors

finable because it is a stochastic model. For such stochastic
models, there is a method for expressing the distance in-
formation. In this paper, we have adopted Kullback-Leibler
information as the representation for the distance between
HMMs. Strictly speaking, the Kullback-Leibler information
is not for distance because it does not satisfy the property of
the distance, triangle inequality and symmetry; therefore, we
say the Kullback-Leibler information is a degree of similarity
between the HMMs. The following equation is usually used
to calculate the distance between HMM λ1 and λ2.

D (λ1, λ2) =
∑

n

1
Tn

[
log P (yT

1 |λ1) − log P (yT
1 |λ2)

]
(1)

As the Eq.(1) does not satisfy the distance axiom, we use
following improved information:

Ds(λ1, λ2) =
1
2

(D (λ1, λ2) + D (λ2, λ1)) (2)

In order to construct the symbol space from the distance
information, multidimensional scaling (MDS) is used. MDS
is a method that accepts the distance information among
elements, and the output is position of each element in the
generated space. In the case of HMMs, the Kullback-Leibler
information Ds is used for the similarity fij . Let the position
of each HMMs as x = {x1, x2, . . . , xn} where n is the
number of dimension of the space. Using the least-squares
method, each position x is calculated.

C. Recognition of unknown sensorimotor patterns and In-
duction of novel behavior

To recognize the temporal multimodal sensorimotor pat-
terns O = [o[1], o[2], . . . , o[t]], where [t] is the index of
discrete time, the position of the target pattern in the symbol
space is used. Using an algorithm described by Inamura[1],
a short sensorimotor pattern of the current situation is trans-
formed as a point in the symbol space. In other words, a
total sensorimotor pattern is successively transformed as a
curved line in the space.

Situation recognition is executed sequentially by calculat-
ing the distances between the assigned points of the known
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behavior and a point that indicates the current situation.
When the closest distance becomes less than the threshold,
the system recognizes that the current situation corresponds
with the behavior of the closest point. Since the recognition
process is sequentially executed, it is similar to the entrain-
ment into an attractor in nonlinear dynamics.

After the recognition, novel sensorimotor patterns are
generated by creation of a HMM parameter which corre-
sponds to the recognition result. To calculate the novel HMM
parameter, several known HMM parameter are combined as
follows:

bi(y) =
M∑

m=1

1
dl

∑
l

1
dl

cN(µl
im, ρl

im

2
)

aij =
M∑

m=1

1
dl

∑
l

1
dl

al
ij (3)

where, dl indicates a distance between known proto-symbol
position and input sensorimotor pattern, µim and ρim indi-
cate mean vector and covariance matrix for m-th Gaussian
function of output probability bi(y).

III. APPLICATION FOR MULTI-MODAL SENSORIMOTOR

PATTERNS

A. Application for sound recognition

One of the most typical behavior of humanoid robots
is support task in daily-life environments and handling of
humans’ tools. In such a situation, not only vision but also
auditory is effective information to accomplish the tasks.
I have thus performed an experiment that several kinds of
collision noises are used for the construction of the proto-
symbol space.

Three kinds of collision noises are recorded when a
humanoid robot grasp P.E.T. bottle, aluminum and steel cans,
then hit them with a desk. 20-dimensional cepstrum feature
vector is calculated for 30[ms] time length, at every 10[ms].
58 vectors for 600[ms], that is full length of the noise, are
used to construction of proto-symbol. The recognition rate
was 93.3% for aluminum can, 96.7% for steel can, and 93.3%
for P.E.T. bottle, respectively.

B. Application for gesture imitation

I have developed an gesture imitation system that uses
a stereo images to recognize human’s gesture under an as-
sumption that the robot could not observe joint angle sensor
directly[4]. The position of end effector (hand) is measured
by stereo image processing. The number of dimension thus
become to be 6, for both hands. A created proto-symbol
space is shown in Fig.5.

C. Learning and mutual association of huge amounts of
dimensional sensorimotor data

Next, we confirmed the feasibility of multimodal learning
and the association function for huge amounts of dimensional
data. For a huge amount of dimensional sensorimotor data,
we chose the relationship between the motion pattern and a
raw image pattern for the humanoid behavior.

Fig. 5. A Proto-symbol space created by observation of gesture patterns

Fig. 6. Used raw image pattern

For the raw image pattern, a sequence of gray scale images
was used. The gray scale image was 32pixels × 32pixels
for each moment. Therefore, the image vector is indicated
as follows:

ovision = (I11, I12, · · · , I32 32) , (4)

where Iij indicates the intensity of the (i, j) pixel.
Sequences of joint angles are used for the motion patterns,

that is, the size of the joint angle vector was 20:

omotion = (θ1, θ2, · · · , θ20) . (5)

Therefore, the size of the multimodal sensorimotor vector
omulti is 1044.

omulti =
(

ovision

omotion

)
(6)
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A sequence of vision and motion patterns for some walking
behaviors was recorded for about a ten second period, at
a sampling rate of 10[Hz]. The used image sequence that
was recorded by humanoid is shown in Fig.6. The number
of nodes was set up at ten, and the number of mixture of
Gaussian was set at 20. The learning process took about 10
minutes on an Intel Xeon 3.2[GHz] processor.

For the association, the first frame image was input for the
humanoid, and the association output of the motion pattern
was analyzed. Figure 7 shows the trajectory of the left hip’s
pitch joint, the left knee joint, and the left shoulder’s pitch
joint, for both the original and associated motion patterns. As
the result shows, both the original and the generated motion
patterns are almost equivalent. This indicates the ability of
the prediction and evocation from exiguous sensor inputs as
a tip-off. The induction process took about one second on
an Xeon 3.2[GHz] processor.
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Fig. 7. Original motion pattern and generated motion pattern

IV. BEHAVIOR INDUCTION EXPERIMENT USING

MULTIMODAL SENSORIMOTOR DATA

Next, we have confirmed the feasibility of the behavior
induction function based on the geometric symbol represen-
tation using a real humanoid robot[5]. The humanoid has
20 degrees of freedom in its two arms, head, and torso.
Two six-axes force sensors are embedded in both wrists; two
binocular cameras are set in the head.

In the learning phase, a human takes the robot by the hand
and teaches it to move step by step. The teacher (human) can
easily and directly move the robot’s arms because the servo
gain is set quite low. During the teaching phase, the robot
observes the joint angles omotion, and object detection using
its vision and force sensors with a 10-Hz sampling rate. For
object detection, the robot detects the 3D positioning of three
colored objects, red, blue and green.

In the behavior induction phase, the humanoid tries to
recognize the current situation using the ongoing sensor
patterns. A short interval of 20 samples is cut from the
sensorimotor pattern stream, and then they are transformed as
a state point in the geometric symbol space. After calculating

pitch

pour bye

Fig. 8. Constructed symbol space for three behaviors

of distances between each point (symbol of each behaviors)
and the ongoing motion’s point, the robot can recognize
which is the most similar behavior by searching for the
closest distance.

V. CONCLUSIONS

Realtime situation recognition and behavior induction are
achieved by using the introduction of geometric symbol
representation and online transformation from ongoing be-
haviors into the space representations. A robot can generate
entire sensorimotor patterns using short-period time and
imperfect triggers. Through experiments, we proved the
feasibility of the behavior learning and induction methods
based on on-site and realtime interaction between humans
and robots.

This year, I have improved the mirror neuron model to
treat multimodal sensorimotor patterns like sound, image
sequence and position of end effectors. I have also performed
a confirmation experiment that the robot recognize and
generate not only known behavior but also unknown/novel
behavior. Furthermore, I will improve the system to integrate
each modality so that the system could recognize unknown
situation and generate novel behavior with combination of
recalled behavior for each known situation. That will be the
research issue in the next year.
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Visuomanual coordination in ball catching task

Yasuharu Koike

Abstract— Humans show a variety of motor behavior which
enables us to interact with many different objects under
different environments. Considering the number of objects
and environments which influence the dynamics of the arm,
the corresponding motor control system must be capable of
providing appropriate motor commands for the multitude of
distinct contexts that are likely to be experienced.

In the experiments, we showed a virtual ball moving verti-
cally downward on a 50 inch plasma display with five different
force timing from -60 msec to 60 msec at intervals of 30 msec.
The ball catching was simulated by a force-feedback system,
provided by the SPIDAR. The subject was asked to catch the
virtual ball at an initial hand position. The hand position and
Electromyographic (EMG) signals of flexor carpi radialis were
recorded.

At the beginning, subjects caught the ball at the same timing
as gravitational acceleration for all condition. The subjects
came to receive the ball of any timing gradually as training
advanced by force feedback. We found that subjects learned
new environments in which the ball was falling by a different
timing even though the visual information was same. These
results suggest that humans can learn different timing by force
feedback.

I. INTRODUCTION

Catching a falling ball task was investigated in order to
reveal mechanisms that estimate time-to-contact (TTC) [1],
[2], [3], [4].

From our previous experiment [5], human can learn the
different acceleration conditions and they can discriminate
the different acceleration using visual or haptic information.
Is the dynamics of falling ball with different acceleration
acquired?

Almost of all experiments used the physically consistent
conditions. So at the ball contact, the visual and haptic
stimuli were displayed simultaneousely. How do we detect
the TTC by visual or haptic information?

In this experiments, we showed a virtual ball moving
vertically downward on a 50 inch plasma display with five
different force timing from -60 msec to 60 msec at intervals
of 30 msec. The ball catching was simulated by a force-
feedback system.

At the beginning, subjects caught the ball at the same
timing as gravitational acceleration for all condition. The
subjects came to receive the ball of any timing gradually as
training advanced by force feedback. We found that subjects
learned new environments in which the ball was falling by
a different timing even though the visual information was
same. These results suggest that humans can learn different
timing by force feedback.

P & I Laboratory, Tokyo Institute of Technology, R2-15, 4259, Nagatsuta-
cho, Midori-ku, Yokohama, 226-8503 koike@pi.titech.ac.jp

Fig. 1. Experimental environment.

II. EXPERIMENT

A. Subjects

3 healthy subjects ( 2 men and 1 woman, 23 ∼ 17
years old) participated in the study. The subjects were right-
handed, had normal vision or vision that was corrected for
normal. Experiments were conformed to the Declaration of
Helsinki on the use of human subjects in research.

B. Visual and haptic display using virtual reality environ-

ment

Figure 1 shows a experimental environment. We use a
haptic device “SPIDAR” which use four motors（Maxon
DC motor, RE25) to strain by strings for applying the force
to a hand. OPTOTRAK (Northern Digital) was used for
measuring a hand position in 200 Hz.

Figure 2 shows system configuration.
We also measure Electromyographic (EMG) signals

(Bagnoli-16 system Delsys inc.) for measuring a intention
for catching, because EMG signals activate about 100 msec
before exerting a force. Active electrode was put on palmaris
longus and EMG signals was sampled at 2 kHz with 16bit. In
order to show the visual stimuli to the subject, plasma display
(PDP503-CMX, 50 inches, Pioneer) was used. Virtual ball
was falling from 80 [cm] height with 0 [m/sec] initial
velocity, was same color and size, and applied 4.9 [N] force
to right hand for 1.1 sec for different perturbation conditions.

C. Experimental procedure

Subjects were asked to catch the ball at the initial position.
At the beginning of the trial, beep signal sounded and after
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Fig. 2. system configuration

a random delay ranging from 0.75 to 1.25 sec, the virtual
ball was falling with 0 m/s initial velocity and 9.8 m/s2

acceleration.
Subjects performed 5 different experiments. Each exper-

iment consisted of 100 trials. In the first block, there were
10 trials without delay. In the second block, there were
80 trials with delay. In this block one delay period was
randomly selected from 5 conditions (-60, -30, 0, 30, 60
msec). In the third block, there were 10 trials without delay.
Each experiment therefore consisted of 100 repetitions per
5 conditions. Last 10 trials were used to reveal the presence
of aftereffects and wash out.

Few trials were excluded from the analysis attributed
the presence of artifacts during the trial as marked in the
notebook.

III. RESULTS

In five conditions, all subjects were not aware that the
force timing was changed during the task. In spite of
unperceived conditions, the subjects adapted into different
delay timing.

Figure 3 shows time series of the filtered EMG signals of
wrist and elbow. The time when the force was applied to the
hand was shown as 0.

In the case of zero delay, EMG activities increased 100
msec before applying the force.

In the case of another delay, the onset of the filtered EMG
signal was changed and the timing of the onset gradually
became the same as the case of zero delay.

Figure 4 shows the time series of hand position．
As same as EMG activation, hand position also move 100

msec before the force onset, and the timing gradually shifted
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to the same timing as 0 delay.

IV. DISCUSSION

We showed that the subject could adjust the timing of the
EMG onset without perceive the delay. Visual stimulus was
followed the normal gravitational environment and only the
timing of force was changed. If we use the internal model
which estimated the time-to-contact from visual information,
we could not estimate different timing. However, the subjects
learned the different timing.

We can assume two hypotheses for explaining this phe-
nomena. One is that the subject learned the different timing
by using visual stimuli. They would become to estimate
the different TTC with same visual stimuli as they learned
the different acceleration. The other one is that the subject
learned the delay between the motor command and muscle
tension.

Whichever hypotheses being correct, the force information
would be crucial role for learning the TTC.
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Analysis of Human Skills in Manipulation with Interaction with
Environment

—Hidden Markov Modeling of Human Pivoting Operations—

Yusuke MAEDA and Hajime SUGIUCHI

Abstract— In this paper, a method to model human opera-
tions using Hidden Markov Models (HMM) is presented. The
“optimal” HMM with an appropriate number of states is deter-
mined based on the MDL (Minimum Description Length) crite-
rion. Human pivoting operations, a typical graspless manipula-
tion, are modeled using Gaussian mixture HMMs. The obtained
HMMs are analyzed by metric MDS (Multidimensional Scaling)
to reveal individual characteristics in the operations.

I. INTRODUCTION

Human dexterity is highly remarkable and still a mystery
to current robotics. There is a great demand for robotization
of human skillful operations, and therefore explorations into
such operations are important. The hidden Markov model
(HMM) [1] is widely used as a powerful tool for modeling of
human operations [2]–[7]. Because human operations usually
have a considerable variation, stochastic approaches like
HMM are convenient in modeling.

A problem in using HMMs is how to determine their
topology. If we use an HMM with a complicated topology,
we can model operation data accurately. However, too com-
plicated HMMs lead to overfitting. In the above literatures,
the topology was empirically determined by considering
the balance of the accuracy and the complexity. On the
other hand, in this paper, we use the MDL criterion [8] for
the topology determination. The MDL gives an objective
measure to obtain the “best” HMM that has a balance
between the accuracy and the complexity.

The modeled operation in this paper is human pivoting
[9]. A vertex of the manipulated object is used as a pivot
around which the object is rotated (Fig. 1(a)). The object is

(a) Pivoting (b) Sequential Pivoting (top view)

Fig. 1. Pivoting Operation

Yusuke MAEDA and Hajime SUGIUCHI are with Division of Sys-
tems Research, Faculty of Engineering, Yokohama National University,
79-5 Tokiwadai, Hodogaya-ku, Yokohama 240-8501, Japan {maeda,
sugi}@ynu.ac.jp

in one-point contact with the ground in pivoting and therefore
the human operator does not have to support all the weight
of it. Thus, pivoting is suitable for manipulation of heavy
objects. Repeating small rotations around two vertices of the
object by turns, the object can be moved to any locations
(Fig. 1(b)) The pivoting operation is a typical graspless
manipulation that requires an interaction between humans
and the environment.

II. APPLICATION OF MDL CRITERION TO HMM

A. MDL Criterion

Let us consider modeling of a sequence of T data, O.
When we apply the i-th model of Mc candidates to the data,
the MDL criterion can be expressed as follows [8]:

l
(i)
R = − log pT

θ̂(i)(O) +
Li

2
log T + log Mc, (1)

where θ̂(i) is the maximum likelihood estimator of the
parameters of the i-th model; pT

θ̂(i) is its likelihood, and Li

is the model dimension of the i-th model. The model that
minimizes (1) can be considered as the “best” model. When
Li is increased, the first term of (1), − log pT

θ̂(i)(O), will be
decreased, but the second term, Li

2 log T will be increased.
The best balance of the two terms gives us the best model
of the data. Note that the third term, log Mc, is constant and
therefore we ignore it hereafter.

B. MDL Criterion for Gaussian Mixture HMMs

Let us consider a Gaussian mixture HMM described by
the following parameters:

λ = (A, w, µ,Σ, π)

A = [aij ] ∈ R
N×(N+1)

w = {w1, . . . , wN}
wn = {wn1, . . . , wnM}

µ = {µ1, . . . , µN}
µn = {µn1, . . . , µnM}
Σ = {Σ1, . . . ,ΣN}

Σn = {Σn1, . . . ,ΣnM}
π = [1, 0, . . . , 0] ∈ R

N ,

where A is the state transition matrix and therefore∑N+1
j=1 aij = 1; π is the initial state distribution; N is the

number of states; M is the number of mixture components in
each state; S is the number of the elements of an observation
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vector o (i.e., o ∈ R
S); wnm ∈ R, µnm ∈ R

S and Σnm ∈
R

S×S are the parameters for the Gaussian probability density
function of the m-th mixture component of the n-th state as
follows:

bn(o) =
M∑

m=1

wnmN (o; µnm,Σnm) (2)

N (o;µ,Σ)

=
1√

(2π)S detΣ
exp

(
−1

2
(o − µ)T Σ−1(o − µ)

)
, (3)

where w is a weight coefficient
(∑M

m=1 wnm = 1
)

, µ is
a mean vector, and Σ is a covariance matrix. Because of
the implementation of HTK (Hidden Markov Model Toolkit)
[10], which we used for HMM calculation, the HMM has an
additional non-emitting exit state, and therefore the size of
A is not N × N , but N × (N + 1).

For simplicity, we assume that the covariance matrix Σnm

is diagonal. Then, if we do not impose any constraints on the
topology of the HMM, the model dimension of the HMM
is given by N2 + (M − 1)N + 2SMN . When we generate
an HMM by Baum-Welch algorithm from K observation
sequences, O(1), . . . , O(K), the MDL criterion (1) is given
by the following equation:

−
∑

k

log p(O(k)|λ)

+
N2 + (M − 1)N + 2SMN

2
log

∑
k

T (k), (4)

where p(O(k)|λ) is the likelihood that O(k) is produced
by the HMM λ, and T (k) is the data length of O(k). If
we generate various HMMs with different topology (e.g.,
different number of states), we can choose the “best” HMM
that minimizes (4) among them.

III. MODELING OF HUMAN PIVOTING OPERATIONS

A. Pivoting Data Acquisition

We prepared a data acquisition setup for human pivoting
operations as shown in Fig. 2. The manipulated object is a
rubber cuboid of 0.36 [kg] and its size is 50×50×100 [mm].

TABLE I

OVERVIEW OF PIVOTING DATA

Operation Time [s]
Operator average S.D. max min

A 4.45 0.44 5.58 3.75
B 3.62 0.42 4.70 2.85
C 3.54 0.52 5.73 3.06
D 5.58 0.55 7.50 4.82
E 3.13 0.37 3.76 2.58
F 5.07 0.50 6.18 4.26
G 4.23 0.51 5.69 3.67
H 4.72 0.79 6.37 3.49
I 3.69 0.36 4.61 3.13
J 6.34 0.58 7.41 5.44
K 6.83 0.74 9.44 5.53
L 4.94 0.51 6.61 4.36

TABLE II

OBTAINED HMMS

Operator # of States Log Likelihood MDL [nat]
A 36 4.96 × 103 −1.44 × 105

B 29 2.71 × 103 −0.77 × 105

C 25 1.81 × 103 −0.51 × 105

D 34 5.25 × 103 −1.48 × 105

E 22 3.01 × 103 −0.86 × 105

F 32 5.96 × 103 −1.71 × 105

G 38 2.90 × 103 −0.79 × 105

H 34 2.43 × 103 −0.64 × 105

I 35 3.42 × 103 −1.00 × 105

J 42 7.29 × 103 −2.05 × 105

K 28 7.35 × 103 −2.14 × 105

L 35 4.92 × 103 −1.43 × 105

This object is appropriate for pivoting because its weight is
too heavy to pick it up by two-fingered pinching.

The position and orientation of the object were acquired
by Polhemus Fastrak. The motion of the human fingers was
measured by a data glove, Teiken StrinGlove. We calculated
a time series of finger joint angles from the measured data
and operators’ finger dimensions. We also measured ground
reaction forces by a force/torque sensor (Nitta IFS-67M25A
50-I). All the data were sampled at 120 [Hz] by a Linux PC.

The target task was 300 [mm] transportation of the object
by pivoting as fast as possible. Twelve male subjects (Opera-
tor A through L) performed two-fingered pivoting operations
30 or more times for each, after a few trials for practice. A
brief overview of the obtained data is shown in Table I.

B. Hidden Markov Modeling

In this study, we used only the following crucial data for
hidden Markov modeling:

• MP, PIP and DIP joint angles (flexion/extension) of
index finger,

• IP and MP joint angles (flexion/extension) of thumb.

A set of these data forms a observation vector (S = 5). Then
the time sequences of the observation vector was modeled
by a Gaussian mixture HMMs. The number of mixture
components was two (M = 2).

We used HTK [10] for HMM parameter estimation. Be-
cause Baum-Welch algorithm used for the parameter esti-
mation can find only local optima, we repeated it six times

28



TABLE III

HMM DISSIMILARITY

A B C D E F G H I J K L
A 0.0
B 31.3 0.0
C 39.2 25.9 0.0
D 57.5 67.2 70.6 0.0
E 96.4 69.0 33.5 157.7 0.0
F 104.4 123.6 200.0 190.7 114.8 0.0
G 45.3 45.2 36.5 62.3 41.5 59.0 0.0
H 53.3 90.5 36.7 127.5 101.7 150.8 17.9 0.0
I 21.2 44.6 40.5 26.0 121.1 53.5 27.5 54.7 0.0
J 44.5 45.9 73.0 65.0 70.9 86.6 16.0 18.7 52.8 0.0
K 32.7 107.9 168.3 46.9 303.8 129.6 96.3 188.9 38.2 94.9 0.0
L 9.3 18.7 27.3 36.9 66.8 133.3 33.4 33.5 20.2 46.4 37.5 0.0
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Fig. 3. MDS Result

by changing the initial conditions. Then we increased the
number of the states of HMMs step by step to find the
HMM that minimizes the MDL criterion (4). The obtained
“best” HMMs for the human operators are shown in Table II.
Although we did not impose any constraints on the topology
of the HMMs in this paper, we can also deal with HMMs
with restricted topology such as left-right models using the
MDL principle.

C. Dissimilarity Analysis

We can define a stochastic dissimilarity measure between
two HMMs, Ds(λ1, λ2), as follows [1]:

D(λ1,λ2) =

∑
k

{log p(O(k)
1 |λ1) − log p(O(k)

1 |λ2)}
∑

k

T
(k)
1

(5)

D(λ2,λ1) =

∑
k

{log p(O(k)
2 |λ2) − log p(O(k)

2 |λ1)}
∑

k

T
(k)
2

(6)

Ds(λ1,λ2) =
1
2
{D(λ1, λ2) + D(λ2, λ1)} (7)

The dissimilarity can be used for analysis of the relationship
of human operation skills [5], [7].

Table III shows the dissimilarity values calculated by (7).
However, the table is not intuitive, thus we plot the HMMs
on a plane by metric multidimensional scaling (MDS) so that
we can easily grasp their dissimilarities. Fig. 3 is the result
of metric MDS by cmdscale() of R [11].

The figure shows that pivoting operations by Operator E, F,
and K have striking personalities. Typical joint data in their
operation is presented in Fig. 4~6. The average operation
time of pivoting by Operator E is the smallest (3.13 [s]) of
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Fig. 5. Typical Joint Data of Operator F

twelve operators (see Table I), and the number of the states of
his HMM is also the smallest (N = 22). On the other hand,
the average of the operation time of pivoting by Operator
K is the longest, 6.83 [s] (see Table I). Consequently, it is
natural that the HMMs of Operator E and K are located at
the both ends of the plane.

Operator F is not special in terms of operation time. How-
ever, his pivoting operations are different from those of other
operators in that he rarely uses the MP flexion/extension of
his index finger in pivoting.

IV. CONCLUSION

In this study, we performed a hidden Markov modeling
of human pivoting operations. Finger motions in pivoting
were collected and modeled using Gaussian mixture HMMs.
The number of the states of the HMMs are determined by
MDL (Minimum Description Length) criterion. The obtained
HMMs are analyzed by metric MDS (Multidimensional
Scaling) based on the HMM dissimilarity measure. Future
work should address the application of the obtained HMMs
to the implementation of human-like skills on robots.
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Abstract—Do animals have mind?  Do non-mammalian 
vertebrate animals in particular have mental processes similar 
to ours?  The issue of “animal mind” has long been 
unchallenged simply because it was ill-defined.  Recent 
progresses in behavioral studies in birds, however, revealed that 
they have cognitive process analogous to ours.  In this report, we 
will show data obtained from a series of experimental 
psychological studies using chicks of domestic chickens as 
subjects.  Bio-psychological studies revealed; (1) Optimal 
patch-use model in behavioral ecology was reproduced in the 
form of laboratory behavioral tasks.  The patch stay time 
followed the matching law, in contrast to those found in binary 
choices based on anticipated profitability.   (2) Optimal diet 
menu model was also mimicked in the form of  binary choices 
between a small-immediate food item and a large-delayed food 
item.  The degree of impulsiveness was given by the ratio of 
chicks choices of the former (immediate) food among total trials 
available.  The choices proved to be context dependent, and the 
choices turned out to be more impulsive when the proximity of 
food item varied and had to be anticipated at the time of making 
choices.  (3) The assumption of “omniscient forager” is 
unrealistic for most of natural foragers; instead, the amount 
(therefore the profitability) of anticipated food items varies 
making it a risky choice.  In binary choice between an 
amount-varying feeder (risky feeder) and an amount-invariant 
feeder (non-risky feeder), chicks consistently preferred the 
non-risky alternative.  From these series of studies, it is 
concluded: i) Foraging choices follow a complex evaluation 
function with multiple factors such as amount, delay, 
consumption cost, and risk.  ii) These multiple factors are 
dissociable in different regions in the brain.  iii) The foraging 
choices do not necessarily maximize the gain rate, thus violating 
the economical rationality. 

I. INTRODUCTION 
ECENT progress in behavioral studies of birds 
suggested that they have cognitive processes analogous 

to ours, humans [1].  Pepperberg [2] reported that African 
Grey Parrots are able to manipulate vocal labeling for 
communication with human.  Clayton [3] has studied food 
storing behaviors and assumed that blue jays (corvids in 
general) could have episodic-like memory.  Furthermore, 
Emery [4] has suggested that jays organize their behaviors 
based on assumption of other individuals’ cognitive process, 
indicative of “theory of mind” in birds.   All these cases were 
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successful in showing that the birds have cognitive processes 
similar to primates.  Does it mean that the they have “mind” 
that is identical to ours? 

This issue of the animal mind is however,  terribly 
ill-defined, simply because many topics and concepts still 
remain highly ambiguous; without specifying human mind, 
for example, we are unable to precisely argue the “similarity” 
to ours.  It is also highly controversial whether elementary 
brain processes in animals (and humans) mind process can be 
categorized in the same fashion.  Purely materialistic 
approaches have limited applicability to the issue of mind. 

In this report, I will introduce some of the experimental 
psychology of domestic chicks as subjects.  The idea is that 
the ecological backgrounds of foraging choice can be related 
to the neural bases and cognitive processes.  Through viewing 
the issue in both ecology and neuroscience, we will be 
prepared to discuss the issue of animal mind (or evolution of 
intelligence) with minimal assumptions.   

Accompanying phenomenal convergence of dynamics, a 
given equation often yields a diverging spectrum of solutions.  
Neuroscience has been a powerful tool, because we could 
omit and disregards solutions that were physiologically 
unrealistic.  Similarly, through filtering the possible solutions 
by ecological / evolutionary realisms, we will be given 
additional constraints, thus making our arguments on animal 
minds highly practical (less imaginary) than it used to be.  
The present series of study thus aims at the foundation of 
neuro-ecology. 

II. OPTIMAL FORAGING THEORY 
 
Based on insect behaviors, Charnov [5] proposed two 

classical models for foraging behaviors based on foraging 
behaviors, both of which are quantitatively formulated and 
are highly sensitive to experimental verifications; they are, 
optimal diet menu model (or optimal prey menu model) and 
optimal patch use model (or optimal patch stay time model).  
Both of these two models are organized based on an 
assumption that rational decision makers adopt the 
optimization strategy, so that subjective gain rate (in the long 
term) should be maximized after each microscopic actions.  
In other words, the theory tried to formulate decisions that 
subsequently lead the animal to maximize the long-term gain.  
In both of these models, the point is how do animals have to 

Optimal foraging strategy: representation of anticipated rewards 
and optimal work cost investment in hippocampus – striatum – optic 

tectum 
Toshiya Matsushima, Animal Behavior and Intelligence, Department of Biology, Faculty of Science, 

Hokkaido University 
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do with the lost opportunity, the possible gain that was lost by 
making a choice.  No one can take two exclusive options in 
foraging choices.  One takes an option and gives up another.  
The question is whether the immediate one could give rise to 
a better consequence than the other, or the lost opportunity. 

 

 
 
Let us assume a forager in an environment (space), in 

which food of several different types is randomly scattered.  
The omniscient forager (single individual in the environment) 
knows the gain and the handling time for each type of the 
food.  However, the encounter is randomized, and the subject 
forager does not know what type of food the subject will 
encounter next, and when.  Decision to attack it will give rise 
to a certain gain at the expense to the lost opportunity, in 
which the handling time was invested to further searching 
food, yielding a possibly better food item. 

The situation the forager faces in natural condition is 
actually much more complicated.  Food items are often 

scattered in a patchy fashion.  In between food patches, the 
forager must move, searching for a new patch of food.  The 
point is that the subject must invest locomotor work cost in a 
situation where no immediate food reward was available.  
Once the subject encountered a patch, it will stay there and 
start to collect the food items.  Initially, the gain rate will be 
very high, because the patch is fresh and filled with a certain 
amount of food.  Subsequently, however, the density of food 
items gradually decrease as the subject forage, making the 
gain rate (instantaneous gain rate) monotonically decreasing.  
What if the forager stayed until the patch is exhausted?  Does 
this strategy optimal?  The answer is definitely “no.”  Optimal 
forager must leave the patch on the way, much early before 
the food is exhausted.  At certain point of time in the stay time, 
the lost opportunity (the gain available in the next patch) will 
exceed the immediate gain, making the move-out from the 
food patch an economically rational action, even though the 
patch still contains some food.  The law of “diminishing 
return” hold true in animal economics as in ours. 

Ecological and ethological studies in insects, birds and fish 
revealed that these two models are realistic, as they are 
powerful in predicting some of the foraging behaviors [6].  
The molar properties of foraging behaviors follow general 
rules irrespective of the species, and the rule of long-term 
gain maximization hold true.  What behavioral actions and 
cognitive processes at the molecular level are thus 
responsible?  Are these molecular phenomena uniquely 
determined under the optimal strategy?  

III. CHOICE THEORY 
 
Birds do not learn aerodynamics in order to fly.  Similarly, 

economical decision makers do not need to learn economics 
in order to achieve the optimal foraging.  The point is whether 
the action at its microscopic level leads to the long-term gain, 
what-so-ever the immediate consequence is. 

It should be noted that the foragers face a binary choice, 
namely, choices between “small-but-immediate reward” 
(immediate food or the food available within reach) and 
“large-but-delayed food” (lost opportunity).  In psychological 
framework for human behaviors, the former is assumed to be 
impulsive, while the latter is self-control.  At least in human 
society, we have a social agreement that the self-control 
choice is a matured alternative and the impulsive choice is to 
be hatred violation of rules. 

When viewed from the ecological standpoint, however, it 
does not hold true.  Actually, in many situations, foraging 
animals show a strong level of impulsiveness in their choices, 
suggesting that the distance (as a spatial factor) or delay (a 
temporal factor)  is a critical factor.  Why? 

Under natural condition, in contrast to our human society, 
the immediate food is available for a limited short period of 
time.  The food item may move away, or captured by other 
conspecific individuals, thus making the value only 
short-term lasting.  Definitely, the prey items are living 
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organisms that must survive to reproduce, so that they 
develop counter-predatory strategy against the foragers.  In 
such situation, the impulsive choice makers can maximize the 
long-term gain rate.  It is therefore possible to claim that the 
adaptive behaviors in choice situation are achieved when the 
level of impulsiveness is appropriately adjusted, instead of 
being highly self-controlled. 

 
 

IV. CONTEXT AND RISK 

 
   Our previous experimental analyses (localized brain 

lesion and single neuron recording experiments) have 
suggested that various aspects of food rewards such as 
amount, delay (or inverse of spatio-temporal proximity; 
distance or delay time for food delivery), and consumption 
time (or work cost for handling food) are separable, so that 
the neural representations in brain are discrete [7-10].  In 
other words, the optimal foraging theory is homologous to the 
choice theory in that they are formulating the same issue in 
different terminology.  In both cases, the situations that the 
subjects face are strongly simplified.  However, in naturally 
occurring situations, the spatio-temporal distribution of food 
items is not fixated, but is varied in every instance, leading to 
that the amount, delay and cost are only probabilistically 
given.  In the following, we will see how chicks do for the 
variation. 

Subjective value of food reward decreases when the 
amount is small.  Devaluation occurs also when the food 
delivery is delayed.  Animals thus try to find significant cues 
that could signal the presence, the amount and the proximity 
of food items.  With its economical consequences kept 
identical, we can arrange two cognitively distinct choice 
situations; i.e., a situation where the amount varied and is 
anticipated by the immediate cues, and a situation where the 
proximity varies and anticipated.  In the former situation, the 
chicks learned to associate the colored beads with the 
distance of fixed amount of food items in fixed feeders.  
Chicks thus made choices based on the recalled association 
between cue colors and the associated food amount.  In this 
condition, the chicks showed considerable degree of 
self-control, or disregarded the discount of food items by 

distance.  On the other hand, when the proximity of food 
items (distance between the choice to the feeders) varied, but 
signaled by color cues, the chicks made choices based more 
on the proximity, while the food amount was somehow 
disregarded.   These results indicate that the choice is context 
dependent, and the context can be made explicit in terms of 
the concerns the subjects have in choices, or the factor that 
varies and is anticipated. 

What comes out if the food amount varied but not 
anticipated?   In the next step of study, a situation was set so 
that the amount varied at every trial but was not signaled by 
any cues.  The choice was in between two alternative feeders, 
the expected gain rate was set identical; the economically 
rational decision makers would have chosen these two 
alternatives equally, at 50-to-50%.  However, the chicks 
consistently showed an aversion to the varying feeder; e.g., a 
feeder with 0 or 10 pellets of food (5 pellets expected) was 
balanced with another feeder with 2.8-3.2 pellets of food.  
This suggest that the subjective value follows a skewed 
function (non-linear function) of subjective value, as could 
have been assumed from the Weber’s law.  The second 
derivative of the subjective value against the objective value 
(food amount) could thus be given as a logarithm, and the 
function being shaped in convex. 

These results confirm the idea that the foraging choice in 
domestic chicks, even after a long history of domestication, 
remains highly cognitive.  As the organizing principle of 
behaviors, however, the optimal foraging theory gives only a 
partial account, with their choices being highly 
context-dependent.  Clearly, the chick choices deviate from 
gain rate maximization.  One of the possible interpretations 
may be to state that “chicks do not live solely on breads,” or 
chicks have some hidden fitness that makes the choices 
deviated from the caloric (energetic) gain maximization.  
Alternative idea is to state that “Darwinian fitness is an 
incomplete account of behaviors,” or chicks follow totally 
different logic in their decisions. 

V. CONCLUSION 
1. Foraging choice follow evaluation function composed of 

multiple factors, such as amount, delay, cost and risk of 
anticipated food reward. 

2. These factors are represented separately in different 
regions in the brain, and values might not be singly 
represented as a scalar value. 

3. Foraging choices do not maximize the gain rate.  Optimal 
strategy may not uniquely give a single solution in choice 
situation. 
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Abstract—We studied the characteristics of human hand 

motion in a visual tracking experiments by FFT.  The feedback 

component has a wide spectrum typically ranging from 1 Hz 

and higher. The feedforward component appears with  sharp 

peaks located at twice of the target frequency . We found the 

component which reperesents feedback mechanism decreases, 

while the component which is related to the feedforward 

mechanism increases with increasing target frequency. This 

complementary relation between the two mechanism was 

reproduced by a simple model.   

1. INTRODUCTION 
From a series of tracking experiments, the author has 

proposed “proactive control”(1,2) as the optimization 

strategy for the dynamic error, developed in animals through 

evolution. The experiment of reference(1)was done for a 

sinusoidal one dimensional motion. A question remained if 

one obtains the same results when the target moves in two or 

higher dimensional space. Furthermore it was left unclear 

why the proactive behavior appears at a frequency of the 

target higher than 0.3Hz. The present research was intended 

to clarify these questions. 

Fig.1   Fourier pectrum of the hand speed when the hand 

tracks a circular orbit. The abcissa if the frequency and the 

ordinate represent the Fourier component. 

2. EXPERIMENTALS 

A target moves in a circular orbit with a constant speed 

on a computer screen. A subject was asked to track the 

target as accurate as possible.   The subjects are10 healthy 

young men with age from 22 to 31 

Fig.2  A schematic drawing of the power spectrum 

showing that it is composed of the broad 

spectrum and a shap rhythmic spectrum. 

         A typical power spectrum is shown in Fig.1   One can 

see a broad peak  over 1~3Hz region and a sharp 

rhythmic peal at 2fT (twice of the target frequency).  The 

strengths of the two components varies with the target 

frequency. 

 The global feature shown in Fig.2 is unanimous over all 

the subjects.  The ration of the strength of the two power 

obtained experimentally is shown in Fig.3 

   This result suggest an interesting problem why 

anrythmic component appears in hand motion when one 

is asked to move in a circular orbit with a constant speed. 
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 Fig The experimentally observed 

strengthes of the  spectra for 

the 

                                            Feedback(P2) and feedforward 

(P1)components  

3. COMPLEMENTALITY SHOWN BY A 

MODEL EQUATION 

We write a coupled equations for the hand position (t) in 

physical space (t)

d (t)

dt
 =

( E)

1
 ( (t- ) (t- )) + (1 ( E))

d (t- )

dt
(3)

d (t)

dt
 =

2
 (  (t- ) (t)) (4)

Where (t) is the target coordinate .  and d   are the 

time constants for the visual processing and muscle motion.  

is the time delay for the visual processing.  is the effective  

parameter of the feedback  mechanism which depends  on 

the distance between the center of fovea and the position  of 

the target.   It was found  that the departure of the fovea 

increases with increasing frequency of the target, and thereby 

the value of   decreases with increasing target 

frequencies, as shown in Fig.4   Furthermore, it was 

found that the eye motion becomes ellipsoidal with long 

and short axis in the horizontal and vertical, therefore the 

amount of departure depends on the eye position E.

 The reason why the feedback mechanism becomes 

inefficient, and why the feedforward mechanism 

becomes efficient with increasing frequency of the trget 

motion are important problems.  We have obtained a 

preliminary data which explains these behavior by 

assuming  a  temporal switching between the two 

mechanisms.  The detail will be reported elsewhere. 

     Apart from the microscopic mechanism, we obtain a 

similar  behavior in the spectrum of the velocity of the 

hand motion. from the present model  with some 

appropriate noise, as shown in Fig.4 (right) 

      Fig.5 shows the complementality of the two 

mechanisms obtained from the model, similar to the one 

obtained experimentally.  Although this 

complementality is essentially reproduced by the 

effectiveness factor 

the result suggested that the two mechanism works 

together with the ratio / 1- .  It seems that the results 

strongly supports a probabilistic switching between the 

two mechanism with a statistical weight depending on 

the speed of the target. 

Target frequency fT (Hz)

A
m

p
li

tu
d

e
 (

%
) P1(2fT)

P2

Target frequency fT (Hz)

A
m

p
li

tu
d

e
 (

%
) P1(2fT)

P2

36



                Fig.4   (Left) The strength assumed for the 

feedback factor as a function of the target 

frequency 

Fig.5 The strengthes of the  spectra for the 

feedback(P2) and feedforward 

(P1)components calculated by 

the model used here. 

MUTUAL TRACKING AND A

COMMUNICATION DYNAMICS
In the above sections we learned that a rhythmic 

component is created automatically without any external 

rhythmic stimuli at a target frequency higher than ~ 0.3 Hz.   

We studied what effects this automatically created rhythmic 

component exerts in the mutual tracking experiments. 

Right) The Fourier spectrum of the hand velocity 

         calculated by the model 

  In this section we present evidence that the rhythmic 

components created automatically helps the two subjects 

tracks each other with high correlation.  Fig. 6  shows an 

examples of the hand speed as a function of time. Blue and 

green lines show the two subjects.  The figures on the left and 
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Fig.6  Examples of the time sequence of the speed of the 

hand motion in mutual tracking. 

  Fig.7  Correlation function between  the speed of 

the hand motion.  

The correlation of the case when training frequency 

is at 0.5Hz where we know that a rhythmic 

component is automatically created. 
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1．Introduction 
It is anatomically said that there are two types in soma-

tosensor in a human body. One is a tactile sensing of fin-
ger skin, the other is bathyesthesia in posture sense. In 
general, our posture image of the body will vanished in 
keeping bed rest, on the other hand, as soon as slightly 
moving the body, we can get the posture image in clear. 
Focusing on a tactile perception with a finger or hand 
sense, we almost need moving our finger, stroking or rub-
bing. It is said that there is close connection between get-
ting somatosensory and moving body. From the viewpoint 
of anatomy, a report in cutaneous sensation of a human-
body said that a stimulation input from skin surface goes 
to the medulla through synapse associated with reflection 
in a spinal cord, and it goes to primary somatosensory 
area through inhibitory synapse in the medulla, then, 
those link to making the hand feeling or the stereognostic 
sense. Other repots also pointed out their relationship and 
anatomical area, but information processing from the 
stimulation to the body image is still not clear. 

In this research, we have a viewpoint that quick proc-
essing of environmental perception is a starting point of 
flexible and adaptive performance in animal behavior. As 
the amount of stimulation from skin sense whole the body 
concentrating to the central nerve is too large, it needs a 
rational processing mechanism for the numerous stimula-
tion between the sensory receptor on the skin and the 
brain. 

This research focuses on two types of adaptation in the 
cutaneous mechanoreceptor of the human finger，one is 
slowly adapting corresponding to static contacting and the 
other is rapidly adapting corresponding to dynamic con-
tacting[1][2]. We are standing on the following assump-
tion; These two types of stimulus signal from the recep-
tors with different adapting speed will make information 
about spatial and temporal cording in the brain or in the 
neural circuit before the brain, it then contribute to the 
higher brain function and quick adaptive behavior. Under 
the assumption, the spatial information of the stimulus 
signal is not so important. The frequency of analogical 
contacting situation between skin and an object is treated, 
that is, important things are feature at very local area 
around the receptive field of the mechanoreceptor on the 
skin. 

Based on the assumption, we manufactured a supple 
finger robot with tactile sensor array and evaluated the 
performance of its classification accuracy for the object 
shape by the statistical method which depends on the fre-
quency of local feature with temporal and spatial infor-

mation. We have a policy that what is able to classify 
means what is used in the classification has enough in-
formation to classify. We show discussion about relation-
ship between cutaneous sensation and tactile feature of 
neighborhood contacting information. 

The classification of an object shape by a robot hand or 
finger was researched in the robotics. They were almost 
using spatial position information of the tactile contact 
point and the angle of finger links[3][4][5]. In this research, 
we think the information which can obtained by biologi-
cal method is different from such engineering measure-
ment. 

2. Data processing of contact state 
Our manufactured supple finger robot consists of five 

links those are related to human fingers such as forefinger, 
palm and thumb (Fig. 1). The size and mass of each link 
is shown in Table 1. The ratio of the size among five links 
is corresponding to that of a human finger. To pull a wire 
connecting to the top of the robot finger the finger links 
being to grasp an object. It just modeled to a muscle 
grasping a finger. At first, first link begins to bend, next, 
the second link begins to bend, finally the third link begin 
to bent, it is along the mechanical balance. 

C Dimension[mm] Mass[kg]
1 80 x 30 x 40 0.12
2 135 x 30 x 40 0.2
3 150 x 30 x 40 0.26
4 225 x 30 x 40 0.47
5 165 x 30 x 40 0.33
A 65 -
B 105 -
C 120 -

Table 1 Dimension and 
mass of the links 

Fig.1 Finger-type link 
model 

Shaft

Wires

Pulleys 

Spring

1 2 
3
4 5 

B 
A

Leg Leg  

C

D 

A 

B E 

Projection 
Force F 

A: 4.6[mm] 
B: 3.0[mm] 
C: 4.2[mm] 
D: 7.5[mm] 
E: 0.1[mm] 

Fig.2 Structure of a mechanical 
touch-sensor switch (Compli-
ance = 0.001[m/N]) 

Fig.3 Sectional view of a 
semi-circular soft silicone 
base; Comp.=0.004[m/N]
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2.1 Mechanical sensor on robot skin 
The robot finger is made of silicon and has a round ar-

ch as a cross-sectional shape which is in mid with a shape 
and a suppleness of a human finger (Fig.3). A number of 
contact switch sensors (Fig.2) are arranged on the surface 
of the robot finger skin. When a point, “Projection” 
shown in Fig. 2, is press by contacting force, the switch 
sensor becomes “on”. The switches are put on the round 
arch at 10 mm intervals in the long direction of the finger 
link, and at 7 mm intervals in the across direction. The 
number of the switches on each link is, from the top fin-
ger link, 35, 35, 45 and 75 respectively. The total number 
of the switches with 5 lows and 47 columns is 235. The 
number of “on” switch in each 5 lows means the level of 
the contact force. That is, the number of “on” switch is 
one at a beginning of contacting to an object then the 
number is in increase in accelerating the contact force, 
because the cross-sectional shape is a round arch and the 
silicon finger is with suppleness. The number of the 
switches is corresponding to the area size of contacting 
region. 

Fig. 4 (a) shows panoramic view of the finger kinks 
with a number of contact switches from the top finger 
link. In Fig. (b) a circular cylinder is grasped by finger 
robot. 

 

 
2.2 Capturing the contact data 

A tension wire contacting the top of finger links wind-
ed up at a constant speed. The robo finger slowly moves 
to the end of its movable range for 12.5 second. The 
movement duration is represented in 250 steps for sam-
pling data. Then, the sampling rate is 0.05 second. The 
states of switches are shown in time-series data for the 
250 steps. 

A contact switch has two states. One is “on” repre-
sented in 1, the other is “off” in 0. The number of data at 
every time step is 235 because of 5 lows and 47 columns.   
To accumulate the switch sates among the 5 lows in each 
columns the 5 x 47 data is represented in 47 columns data 
with contact force level. Finally, the total contact data is a 
two dimensional map with 47 columns long and 250 steps 
wide. The two dimensional contact map include two in-
dex, that is, the direction of columns shows spatial and 
the direction of time step shows temporal. 

2.3 Characteristic vector by 8-neighborhood cells 
Here, a point of a single value in the contact data with 

47 x 250 is called “cell”. The value of each cell is repre-
senting the degree of the contact force in 5 levels. As a 

force are reduced to 2 levels, that is, contacting or not 
contacting. Focusing on the “on” cell with above 1 degree 
of contact force and 8-neiborhood cells around the “on” 
cell (Fig. 5), the 8-neiborhood cells are represented in 
specific pattern with 256 varieties. Here, symmetric spe-
cific-patterns in spatial direction are regarded as identical 
pattern. In Fig. 5 the 6 patterns of middles with 2 columns, 
named p1, p2 and p3, are examples of the symmetric spe-
cific-pattern. Then, the number of varieties is reducing 
256 varieties into 144 varieties. Here, the reduced pat-
terns with 144 varieties are called with characteristic pat-
tern pi (i = 1 - 144). 

The 144-dimensio

beginning of this research, the 5 levels of the contact 

nal vector represented by the fre-
qu

stic vector consists of pi with 144 varie-
tie

e charac-
te

3. Experiment of shape classification 

3.1 Convex polygonal objects 
2 varieties of shapes. 

Th

-
gence 

In a few times of grasping, an object, which was ini-

ency of the pi in the contact data, which is obtained 
through grasping an object, shows a specific value 
strongly relating to the grasped object shape. It is called 
with characteristic vector, here.  

2.4 Representation in lower dimensional charac-

-

-

(a) (b)

p143p3p0 p1 p2 p142

Fig. 5 8-cells pattern (a), and example of 144 con-
tracted patterns (b) 

teristic vector 
The characteri
s. But, all of the pi are not always needed. It is though 

that some pi are not counted in a grasping and that some 
pi have very little contribution for classification from the 
statistical viewpoint. The principal component analysis 
method applies on the pi that are sampled for some object 
shapes. The pi are ranked by the contribute rate of the 
components and the absolute characteristic value in the 
component. New characteristic vector is made by some of 
the ranked pi. The count of selected pi means the degree 
of the dimension in the new characteristic vector. When 
the count of pi is limited to low number it means the new 
characteristic vector consists of low dimension. 

To evaluate the degree of separation among th

a) (b) (

Fig. 4 Finger-type link equipped with soft tactile
sensors (a) and the state of object-grasping (b) 

ristic vectors of each object in that vector space, we 
conduct discrimination analysis using the Mahalanobis 
distance to calculate classification accuracy. 

Experiments are carried out with 1
e objects can be enough grasped by the finger robot. 

That is, one is a circular, SC, with 100 mm in diameter, 
the others are 11 varieties of polygon inscribed in a circle 
with 100 mm in diameter, S3，S4，S5，S6，S8，S10，
S12，S15，S18，S20 and S24. The suffix number for 3 
to 20 means the number of sides of the convex polygon. 

3.2 Identification class and positional conver
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tially placed at random location, the final location and 
position of the object was converged into some specific 
po

 
In

with the convergence posi-
f itself. Table 3 shows 

th

o 
in

o 55%. 
A

4.1 Classification accuracy among 7 classes with 
positional converg

Almost all of mistakes were seen in the classes without 

ponent analysis for them are 
ca

 respect to temporal change of 
, “increase” 

an

sition and location. The numbers of them are 1 piece in 
SC, 2 pieces in S3, 1 piece in S4, 2 pieces in S5 and 1 
piece in S6, respectively. The polygons for S8 to S24 
have no discriminable convergence position and location. 

In this research each discriminable position and loca-
tion of convergence is treated as a class of identification. 
Basically, the name of the class are called the object name.

 the case of the multi-convergence, they are called with 
extra suffix number such as S#-1 or S#-2. They were 14 
classes (SC, S3-1, S3-2, S4, S5-1, S5-2, S6, S8, S10, S12, 
S15, S18, S20 and S24) for 12 types of object shape from 
experimental results. 

3.3 Results of classification  
In the experiments, with respect to each object shape, 

the object are initially placed 
tion and location by pre-grasping o

e results of the principal component analysis for the 14 
classes. This shows for the 5th components in order of the 
major value in the contribution ratio. The cumulative con-
tribution ratio was 0.9999 until the 5th components．The 
pi are selected by major ranked pi with respect to the ab-
solute value of the contribution factor among elements of 
the component vector. The absolute value is above 0.3. 
The major ranked pi in the 5th components are 12 pieces, 

p143, p91, p21, p53, p122, p138, p55, p140, p62, p51 and 
p67. These characteristic pattern pi are shown in Fig. 6. 

The number of elemental pieces including the charac-
teristic vector of pi, that is dimension number of the char-
acteristic vector, is increasing from 2 to 12. The order t

crease is along the order in Fig. 6. The results of classi-
fying accuracy for the 14 classes by the characteristic 
vector with respect to the dimension number. The left 
graph in Fig. 7 shows the classification accuracy to the 
dimension number of the characteristic vector. The right 
table shows included pi to the dimension number. 

It is inclined to increasing the accuracy for increasing 
the dimension number. The increasing degree between 2-
dimension and 3-dimension is larger, that is 30% t

fter the 3-dimension to the 10-dimension the accuracy is 
slightly increasing into 75% and then, it is in saturation. 
Table 4 shows the cross-tabulation table for the classifica-
tion with the 10-dimensional vector. The classes of test 
objects show in portrait orientation, and the classification 
classes show in landscape orientation. The numbers in the 
table mean the number of the objects classified to the 
class. AR in column shows the accuracy in percentage. 
The accuracy for S3 to S8 are almost 100%. But the other 
object classes are in low degree. The object in class S8 is 
100% in the accuracy, but the other objects in the classes, 
S10, S12, S18, S20 and SC, are also classified to S8 in 
same cases as mistake. Such cases of mistake classifica-
tion are frequently shown in the area right and bottom 
corner in the table. The classes in mutual mistake are al-
most without the convergence position and location. 

4. Discussion 

ence 

convergence position and location. Classifying experi-
ments and the principal com

rried out anew within the 7 classes with positional con-
vergence. The classes in experiments are SC, S3-1, S3-2, 
S4, S5-1, S5-2 and S6. As the results, the cumulative con-
tribution ratio within the 6th components is 0.9999 and 
the major ranked pi are 14 pieces, p143, p91, p21, p53, 
p138, p122, p51, p55, p129, p140, p4, p62, p36 and p67. 
The classification results with these new pi shows that the 
accuracy is 90% with only 3-dimension, and is almost 
100% with 6-dimension. 

4.2 Implication of characteristic pattern 
From viewpoint of dynamical implication, the pi are 

grouped in 4 types with
contacting. They are “start”, “continuation”

d “decrease”. The 4 groups of pi in the section 4.1 are 
shown in Fig. 8. For implementing this grouping manner 
to the results shown in Fig. 6, The “continuation” is top of 
three pi, those are the most significant factor of these 
component vectors, and is the dominant group of pi in the 
classification. The 3 pi can be grouped into 3 kinds fur-
ther. These are p143 in persistent contact, p91 in edge 
contact and p21 in point contact. Adding p21, the point 
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] Dimension
2 p143 p91
3 p143 p91 p21
4 p143 p91 p21 p53
5 p143 p91 p21 p53 p122
6 p143 p91 p21 p53 p122 p138
7 p143 p91 p21 p53 p122 p138 p55
8 p143 p91 p21 p53 p122 p138 p55 p140
9 p143 p91 p21 p53 p122 p138 p55 p140 p62

10 p143 p91 p21 p53 p122 p138 p55 p140 p62 p51
11 p143 p91 p21 p53 p122 p138 p55 p140 p62 p51 p67
12 p143 p91 p21 p53 p122 p138 p55 p140 p62 p51 p67 p36

Patterns for classification

Fig. 7 Classification accuracy of dimensional char-
acteristic about S objects 

Table 3 Results of PCA for selecting dominant   
patterns for S objects (Main coefficients of 

eigenvectors of principal components) 
P.C.

p143 0.945 p91 0.926 p21 0.909 p53 0.524 p62 0.510
Patterns p91 0.349 p122 0.391 p51 0.484

and p138 0.391 p67 0.317
Their Coefficient p55 0.367 p36 0.305

p140 0.308
A.Proportion

5th

0.6147 0.9102 0.9997 0.9998 0.9999

1st 2nd 3rd 4th

11 12

p55 p140 p62 p51 p67 p36

7 8 9 10

p122 p138p143 p91 p21 p53

5 61 2 3 4

Fig. 6 Dominant patterns for S objects 

Table 4 Classification results at 10-dimensional vector
space for S objects 

S3-1 S3-2 S4 S5-1 S5-2 S6 S8 S10 S12 S15 S18 S20 S24 SC N.A. A.R. C.A.[%]
S3-1 8 3 80
S3-2 10 100
S4 10 100

S5-1 10 100
S5-2 10 100
S6 10 100
S8 10 100 77.86

S10 1 9 90
S12 1 1 7 1 70
S15 5 5 50
S18 1 3 2 4 40
S20 1 1 1 6 1 60
S24 2 3 1 4 40
SC 3 1 6 60
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contact, the accuracy is increasing above 50 %, and add-
ing the “increase” group then increasing more. It is shown 
that the groups, “continuation” and “increase”, are sig-
nificant types of the groups. 
 

 

4.3 Relationship among 7 classes with positional 
convergence 

With respect to the 7 classes with positional conver

n of each pi, which is the significant 6 pi 
(p

er hand, looking at the outline, which 
m

 

4.4 Relationship among 7 classes in frequent mis-
takes 

Focusing on the 7 classes, which have mistake in clas-
 

5, S18, S20 and S24, graphical results, which are 
eq

 

5. Conclusions 
 This research focused on two types of adaptation in

the cutaneous mechanoreceptor of the human finger. One 
is concerning to tem the other is to spa-
tial o

edges. Looking at the significant characteristic 
pa

e future work, softness of 
th

腹部と触覚受容器の構造と機能”, journal of RSJ, 
p. 772-775, 2000. 

Control Engineers, Vol.14,

”, bulletin of the ele

[5]
nal of the Society of I

-
gence Fig. 9 graphically shows the frequency and the 
standard deviatio

143, p91, p21, p53, p138, p122) in the characteristic 
vector. The solid hexagonal polygon shows the frequency 
and the outline around the polygon shows the standard 
deviation. Here, the scaling factor of p143, p91 and p21, 
they are grouped within “continuation” is 1/100 to the 
other scale of pi. 

The shapes of the polygons are enough different each 
other to look them. It is corresponding to statistical prop-
erties. On the oth

eans the standard deviation, it is very narrow and then is 
shows enough reproducibility of classification in each 
class. 

 

sification shown in Table 4, that is with respect to S8, S10,
S12, S1

uivalent to the manner in section 4.3, are shown in 
Fig.10. The shapes of the polygons in Fig. 10 are similar 

to each other comparing to the results of Fig.9. It is corre-
sponding to the mutual mistakes of classification among 
the objects without positional convergence in Table 4. 
 

 

poral feature and 
ne. With respect to process in cutaneous sensation of 

a human finger, the assumption was given that stimulation 
signals from the mechanoreceptor were simplified into 
frequency data with temporal and spatial information. The 
8-neighborhood data pattern represents temporal and spa-
tial feature around contacting point on the skin. A charac-
teristic vector is made of the frequency of the pattern in 
the whole skin. From viewpoint of engineering the statis-
tical work was carried out to investigate the classification 
accuracy. 

As the results, the three significant characteristic pat-
terns can enough classify the polygonal shapes with 3 
edges to 8 

ttern, the most significant pattern among them is con-
tinuation type. The next significant pattern is the type of 
increase. The dominant feature of the shape to classify is 
the density of the polygonal edge represented in number 
of edge. The mutual mistakes of classification are fre-
quently seen in above 8 edges of the polygon. It is visu-
ally shown by comparing between good classifying class 
and frequent mistaking class.  

The experimental result show that the polygons within 
6 edges are enough classified by the frequency of charac-
teristic pattern on the skin. In th

e object feature will be investigated by this analysis. 
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Fig. 8 Pattern types segmented by contact dynamics 
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Abstract— We will discuss neurophysiological 

mechanisms of bodily self and others distinction in the 
parieto-premotor network. Integration of efference copy 
and sensory feedback is an essential factor for agency 
recognition. The parietal cortex may have a crucial role 
for these mechanisms. We also discuss shared 
representation of self and others in the brain. 

I. INTRODUCTION 
HE body  is not  separable from action control. Recently, 
it is claimed that the body representation is also 

important for the social cognitive function, like 
communication, imitation, and/or theory of mind. In this 
process, self and other should be represented in the brain on 
the basis of the body. Self consciousness is based on the 
corporeal awareness. There are two components in bodily 
self-recognition. One is ownership of one’s own body parts in 
the sense that one’s body parts belongs to the self. The other 
one is the sense of agency of action, in which an executed 
action is recognized as being generated by one’s own body 
parts. Although there are many definitions, we think that 
corporeal awareness involves internal representation about 
the spatiotemporal dynamic organization of one’s own body 
that is constructed by the processes of the consciousness of 
the body．As we will discuss later, interaction between 
intrinsic motor signal (efference copy) and sensory feedback 
contributes to both motor control and corporeal awareness 
(Fig 1).  Accordingly, we suggest that the process of 
corporeal awareness share components with the sensory 
motor control system in the parietal-premotor network.  
     Further, in the social cognitive function such as imitation, 
communication or theory of mind, it is necessary to recognize 
other’s action.  This function is considered to be involved in 

 
 
 

mirror neuron system. For this function, representation of 
other’s body should exist in the brain.  In this paper we report 
our studies how the brain represents own body and others.  
 

II. BRAIN NETWORK FOR GRASPING OBJECTS 

A behavioral experiment revealed that visual properties of 
3D objects had an important role for hand manipulation [1]. 
The parietal and premotor cortices have strong anatomical 
connections with each other. As shown in Figure 2, there are 
several parallel pathways between the parietal and premotor 
cortices [10]. Recent physiological studies have revealed that 
these parallel pathways have different roles, such as arm 
reaching and/or hand grasping, along with corporeal 
awareness. Especially, it is well known that network between 
parietal area AIP and ventral premotor cortex (F5) has 
predominant roles for distal hand movements. Neurons in 
both of these areas were active during grasping objects, 
namely hand manipulation neurons. Furthermore, some of 
these neurons showed activity mainly related to motor signals 
and/or visual response during fixation on the objects to be 
grasped [2][4].  

As concerned to hand manipulation neurons area AIP, it 
was revealed that visual response for the objects was selective 
for 3D properties of the objects (shape, size and /or 
orientation) by Murata et al [2]. This visual response was also 
found in the neurons that showed motor component, because 
of activity during grasping movements in visually occluded 
condition. These results suggested that area AIP was involved 
in matching 3D visual properties and motor components. 
Furthermore, grasping related activity in F5 was found by 
Rizzolatti’s group. Activity of these neurons showed 

Mirror neuron system related to bodily self  
Murata A and Ishida H., Department of Physiology, Kinki University School of Medicine   

T 

Fig.2  parito-premotor networks  
(with permission of IEICE, ref [24]) 

Fig.1  
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selectivity for the type of hand movement, such of precision 
grip, finger prehension, and whole hand grasping [3]. They 
coined the term “motor vocabulary” for these different types 
of movements. Functional properties of neurons in this area 
were similar to those of AIP [2] [4]. A group of 
grasping-related neurons in F5 was activated when the 
monkey fixated on the objects to be grasped [29].  

However, there are also differences in the functional 
properties of neurons between AIP and F5. Activity during 
fixation on the objects in F5 was rather selective for hand 
configuration during grasping objects than visual properties 
of the objects. Furthermore, neurons in F5 showed sustained 
activity (so-called set-related activity) preceding the hand 
movement after the object presentation. This may reflect the 
process of visuo-motor transformation before execution of a 
particular movement. This set-related activity was less 
common in AIP neurons than in F5 neurons [23]. F5 receives 
visual information about three-dimensional objects, such as 
shape, orientation, and size from AIP. In F5, the motor 
program or motor pattern that is appropriate for presented 
objects is selected. This motor information is then sent to the 
primary motor area [5]. At the same time, this copy of motor 
representation, i.e. the efference copy, is returned to AIP to be 
matched with the visual object representation [23]. The 
results also reflected computational modeling of affordance 
learning [26].    

 

III. SENSORY FEEDBACK AND CORPOREAL AWARENESS 
In the sensory-motor control, sensory feedback is also an 

important component. The parietal association cortex stands 
very important position for feedback control, because the area 
receives both visual and sematosensory inputs. Many of the 
grasping neurons in AIP have strong visual properties, 
showing less activation in the dark than in than light. Some of 
these visual neurons did not respond to the view of the objects, 
suggesting sensitivity to the particular visual hand 
configuration during grasping [2]. The hypothesis is that the 
area may be concerned with the monitoring of ongoing hand 
movement. To test this hypothesis, we recorded single cell 
activity from PFG and AIP of the monkey while it performed 
the hand manipulation task and the fixation task with the 
guidance of a spotlight on a monitor screen. In the hand 
manipulation task, the monkey could not see its own hand as 
well as an object to be grasped directly, but their images were 
presented on a screen using a video camera. The monkey was 
required to reach and grasp the object while watching the 
screen. In the fixation task, the monkey was required to fixate 
on the screen and we presented movies of the monkey’s own 
hand movement. We found that some neurons related to the 
hand manipulation task in both AIP and PFG responded to the 
movie of the monkey’s own hand movement (hand-type 
neurons) [10]. Many of these visual neurons (hand-type) did 
not show much activity during fixation on the objects. For 
example, a neuron recorded from PFG showed activity during 

manipulation both in the light and in the dark. This neuron 
responded to the movie of the monkey’s own hand holding an 
object. The neuron remained active when we erased the 
image of the object from the movie, and thus the response 
could be considered as responding to the configuration of 
hand movement. As we discussed in the previous section, the 
motor-related activity might reflect an efference copy that 
might have originated from the ventral premotor cortex F5. 
We consider that a comparator in AIP and/or PFG  has  a 
crucial role for distinction between own body and other’s by 
matching the efference copy with visual feedback.  

In PFG, Rizzolatti’s group found the mirror neurons that 
were originally found in the F5 [16]. These neurons were 
activated during execution of hand or mouth action and also 
during observation of the same action made by another 
individual. The functions of these neurons were designated in 
terms of the human cognition, for example, “action 
recognition”, “theory of mind”, “origin of language”, 
“imitation”, and “empathy”. A recent study revealed that 
mirror neurons in PFG contributed to recognition of observed 
motor acts and prediction of what will be the next motor act of 
the complete action, that is, understanding the intentions of 
the agent’s action [25].  

Because the mirror neurons were included in the 
visuo-motor control system, we need to discuss their 
functional role with respect to the motor control. These 
neurons respond to the image of action. We postulated that 
the function of the mirror neuron to be the monitoring of 
self-generated action. To study if the hand-type neurons in 
PFG or AIP have properties of mirror neurons, we studied 
activity of the neurons during watching a movie of hand 
action by the experimenter. We found the hand-type of 
neurons in PFG responded to the movie of the experimenter’s 
hand [10]. These results showed that some of the mirror 
neurons in the inferior parietal cortex were sensitive to both 
the view of the monkey’s own hand action and that of others’ 
actions as well. We suggest that mirror neurons in PFG 
correlated with the monitoring of self-generated action by 
collaboration with F5 in the ventral premotor cortex. In the 
process of development of the infants, mirror neurons in the 
parietal cortex may be one of source of visual feedback, then 
the neurons associate with intrinsic motor representation. 
Finally, visual representation of action may trigger the motor 
programs in mirror neuron system.  

The inferior parietal cortex also receives proprioceptive 
feedback. Temporal contingency of the efference copy, 
somatosensory feedback, and visual feedback are crucial for 
agency recognition [10]. In our experiment, we introduced 
temporal delay in the visual feedback during actual hand 
movement. When the monkey reached and grasped the object 
looking at the monitor, movement of the hand on the monitor 
was presented with 500ms delay.  As the results, although the 
data was very preliminary, we found some modulation in 
visual response of hand-type neurons with temporally 
distorted visual feedback.  
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In the human, it was revealed that activity in the parietal 
cortex was modulated by temporal mismatching between 
visual feedback and somatosensory feedback during passive 
hand movement [20]. Neuropsychological and imaging 
experiments revealed that the inferior parietal cortex was 
involved in the sense of agency. Patients who had damage in 
the inferior parietal cortex showed difficulty in judgment of 
agency of hand action on the monitor screen during executing 
hand action [12]. It is possible that the efference copy 
influences sensory feedback in PFG, suggesting a 
contribution of PFG to self/other distinction. In conclusion, it 
is suggested that sensory motor control system contribute to 
construct body image monitoring own action [13]. Iriki et al. 
(1996) recorded neurons of the PEa in the anterior bank of the 
intraparietal sulcus of a monkey trained to use a rake to get 
food pellets [14]. Neurons in this area showed tactile 
receptive field on the hands and visual receptive fields close 
to the hand. Interestingly, visual receptive fields of some 
bimodal neurons expanded to include the rake some minutes 
after the monkey started retrieving food with it. This may be 
also results of integration among efference copy, visual 
feedback and somatosentory feedback.  

In the comutational modeling of sensory-motor control, 
internal model is the model for the cerebellum [23], however 
it is also possible to adopt the concept of internal model for 
the cerebral cortex. Further, the system also contributes to 
distinction of self and others. In the development infants, 
distinction between self action and other’s action is the bases 
of imitation or communication [15]. The parietal cortex may 
have crucial roles in this process sharing sensory motor 
control system [17] [21].  Thus if the concept of internal 
model is adopted in the mechanism for self other distinction, 
the idea is expanded to the humanoid robots who acquire 
body consciousness or ability of imitation, further simulation 
of the mind.  

IV. REPERSENTAION OF OTHER’S BODY IN THE BRAIN  
As described in the previous session, the parietal cortex 

and premotor cortex are much involved in self body 
representation. In the parietal association cortex, there are 
several areas where multimodal neurons are found, for 
example visual-tactile bimodal neurons. In these areas, 
properties of area VIP have been well studied. The tactile 
receptive fields of the neurons are usually located on the face, 
head or sometimes limbs and the visual receptive fields are in 
locations congruent with the tactile receptive fields. In many 
cases, the visual receptive fields are located very close to the 
body [18], namely in the peripersonal space. These neurons 
may encode body parts centered frame of reference.  

On the other hand, for the recognition of others action, 
imitation or communication, representation of other’s body is 
necessary in one’s own brain. For moment, it is not clear how 
the brain represent other’s body. Decety et al. suggested that 
self body and other’s body were represented in the shared 
brain network [8]. Further, it was reported a female subject 

for whom the observation of another person being touched 
was experienced as tactile stimulation on the equivalent part 
of own body [19].  

We expect that other’s body map in the brain may be 
influenced by own body map. As we described before, the 
neurons in area VIP code own body parts and peripersonal 
space. We studied neuronal activity in the VIP whether these 
neurons are related to other’s body representation [22]. In this 
study, an experimenter confronted the monkey and we 
presented visual stimuli close to experimenter’s body. The 
stimuli were just simple moving objects or scrolling on the 
experimenter’s body by himself or third person. As the results, 
we found the bimodal neurons that showed receptive fields 
(RFs) on the monkey’s   body, not only on the face but also on 
the limbs. Some of these neurons also showed visual RFs on 
the experimenter’s body which were congruent with RFs on 
the monkey’s body parts in a manner of mirror image. For 
example in the case that viaual-tactile RFs of the monkey 
were on the right face, visual RF of the experimenter was on 
the left face. These results suggest that coding of other’s body 
parts is in the same area that codes own body parts, and a map 
of self body parts is referred for recognition of other’s body. 
In the humanoid robots, there is a problem how the system 
recognizes other’s body. In the imitation learning, the system 
should superimpose other’s body on one’s own. Our data will 
provide important idea for matching system between one’s 
own body and other’s.  

 

V. CONCLUSION 
We reported our results concerning brain mechanisms of 

recognition bodily self and others. Basically, 
parietal-premotor network which is considered to be related 
to sensory motor control, but our results suggested that this 
network is also involved in sense of agency and mapping of 
the body. In this system, internal model may have crucial 
roles for matching efference copy with sensory feedback. We 
speculate that mirror neuron respond to visual image both of 
own body and  others, then in the process of motor learning 
motor and visual signal is integrated. Finally, visual 
representation of action may trigger the motor programs in 
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mirror neuron system. This hypothesis provides important 
concepts for imitation learning or simulation of other’s mind 
in the computational modeling [27]. On the other hands, it is 
not clear how the brain represent other’s body. Our data in 
VIP suggests that other’s body is recognized by referring to 
self body mapping in the manner of mirror image. This 
provides an important suggestion for computational modeling 
of imitation or recognition of other’s body.  
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I. INTRODUCTION

We humans learn our behavior skills through repetitions
of own behavior experiences. We learn to manipulate object,
to use tools and to navigate to desired location.

The compositionality is an essential issue in considering
human skilled behaviors. If the mission of a particular robot
is just to repeat the same goal-directed behavior, all the
things to do for the robot is to acquire a single motor
scheme to generate the target behavior. However, it will be
not the case if robots or humans are required to adapt to
various goals under diverse situations. In this case, the motor
schemes should be organized in a compositional manner such
that compositions of various motor schemes can generate
diverse actions adaptively corresponding to required goals.
For example, an attempt of drinking a cup of water might be
decomposed into multiple motor schemes such as reaching
to a cup, grasping the cup and moving the cup toward own
mouth. Each motor scheme can be utilized as a component
for other goal-directed actions as like reaching to a cup can
do for the goal of clearing it away.

This idea of decomposition of whole behaviors into se-
quences of reusable primitives are originally considered by
[1] as the motor schemata theory. However, when we think
about the behavior primitives, they should not be treated
as concrete objects. Instead, each behavior primitive should
be acquired as enough “elastic” such that it can be uti-
lized flexibly in various situations. For example, a behavior
primitive of grasping an object should be utilized enough
adaptively to variations of the object positions as well as their
shapes. This requires generalization in learning of the skills.
In addition, the context-dependent aspects in generating
motor act sequences are important, which was metaphorically
termed as “kinetic melody” by [2]. For example, exact motor
trajectories of grasping a cup should be affected by next
motor act to follow them as well as the entire goals of
whether to drink a cup of water or to clean off the cup.
The whole motor behaviors should be generated fluently by
capturing the context-dependent nature of intended action
goals. Then, the essential question here is that how this
sort of “organic” compositionality can be achieved through
learning processes.

In the brain science perspective, we speculate that such
“organic” compositional structures responsible for generating
skilled behaviors might be acquired in inferior parietal lobe
(IPL) through the repeated sensory-motor experiences. Our
ideas have been inspired by [3] who suggested that the world

models are firstly stored in parietal cortex and then they are
consolidated into cerebellum. Conventionally, parietal cortex
has been viewed as a core cite to associate and integrate
the multi-modality of the sensory inputs [4], [5]. However,
the neuropsychological studies investigating various apraxia
cases, including ideomotor apraxia and ideational apraxia [6],
[7], have suggested that IPL should be also an essential site
to represent a class of behavior skills, especially related to
object manipulations. We speculate that this region might
function as internal models by having certain anticipatory
mechanisms for coming sensory inputs as related to motor
acts. Furthermore, it has been speculated that IPL might func-
tion both for generating and recognizing the goal-directed
behaviors [8] by having dense interactions with cells in
ventral premotor (PMv) which are known as mirror neurons
[9].

Our group have investiagted how the “organic” compo-
sitionality can be attained in modeling of IPL and PMv
interactions for several years. One of our original neural
network models is so-called the recurrent neural network
with parametric biases (RNNPB)[10], [11]. In this modeling,
a recurrent neural network (RNN) learns various forward
models of motor-related sensory inputs sequences as param-
eterized by the parametric biases (PBs). This means that the
forward dynamics of the RNN can be modulated by values
of the PBs that function as bifurcation parameters of the
dynamics.

The PBs can be used to encode the goal information
both for behavior generation by means of prediction and its
recognition by postdiction. Once the goal is set by means
of setting a specific value for the PBs, the forward model
autonomously generates prediction of the sensory inputs
sequence reaching to the goal. In this model, we assume that
the PB is manipulated in PMv and that the forward model
predicts sensory inputs sequences in IPL. The prediction of
the sensory image includes that of proprioception regarding
to posutures of limbs. We assume that this prediction for the
time-development for the posture might be sent to M1 as
well as cerebellum where exact motor commands to achieve
the posture changes might be obtained by inverse models.

The goals or intentions by others can be recognized
by making match between the sensory sequence imaginary
generated by the forward model and the observed actual one
[10], [12]. The PB value of minimizing the error in this
match is inversely computed through iterative search. The
PB value obtained by this postdiction scheme represents the
goal or the intention for the observed behavior.
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This year we reported further extensions of our models.
We have shown that on-going behavior can be adapted to
the contextual changes in the environment in real time by
simultaneously conducting the prediction and the postdiction
interacively for modulating the PB value dynamically [13].
We also found that different goal-directed behaviors can
be embedded in a single continuous-time recurrent neural
network with utilizing its initial sensitivity characteristics of
which mechanism seems to be much simpler than the param-
eter bifurcation mechanism of the PB [14]. Furthermore, we
found that the forward model can be scaled significantly by
self-organizing level structures with having different time-
constant dynamics in the networks [15]. Our robotics exper-
iments showed that behavior primitives are self-organized in
the lower level dynamics with fast time-constant and combi-
national manipulations of them are learned in the higher one
with slower time constsnt. The analysis of these experiments
indicated that the composition mechanism attained in the
level-structured dynamics is “organic” in a sense that it
captures generalization through learning of various sensory-
motor experiences as well as contextual natures of the goal-
directed skilled behaviors.

Another new challenge of this year was to introduce
the exploration-based learning paradigm to acquisitions of
behavior skills, which turns to be the main focus in the
following sections in the current report. It is widely as-
sumed that basel gangulia (BG) plays importat roles for the
exploration-based learning [16]. Although BG seems to in-
volve deeply with the on-line learning mechanisms assumed
in reinforcemnt learning scheme, it is not well known that
whether the skills consolidated after long time period still
stay in BG or they are transformed to other cortex areas.
From the reviews of neuropsychological studies [6], [7], [2],
[17], it is natural to consider that behavior skills especially
for manipulating objects and tools are initially acquired in
BG through the on-line exploration and then they are con-
solidated in IPL after the long run through incremental off-
line learning during sleep. It is furthermore assumed that the
behavior skills might be consolidated in IPL with association
of their goal information, presumably represented in PMv, as
have been discussed previously. Based on these assumptions
on human brain mechanisms, the current report introduces
our novel models that could explain how exploration-based
experiences can be transformed to structured skills through
the memory consolidation processes.

Before closing this introduction section, we briefly de-
scribe our motivation to build physical robot platforms for
our experiments. Main reason to conduct robot experiments
is to show that the proposed model can work in more realistic
setting compared to simulation ones. Although the real phys-
ical experiments have limitations in searching for adequate
parameter values through iterative experiments, the fact that
the robot actually works inversely would prove that the pro-
posed model is robust enough to function with only limited
amounts of the parameter adjustments. In order to conduct
the long time exploration-based learning experiments with
a physical robot, there was necessity to build a durable

robot. Therefore, we built a novel robot with a tendon-based
actuation mechanism which can afford elasticity at each joint
of the robot. The following sections will describe, our brain-
inspired model for the exploration-based learning of goal-
directed behavior skills, its implementation in neural network
models and their early stage experiments both in simulations
and with our developed real robot.

II. BIOLOGICAL MODEL

This section describes more details of our biological brain
model. The model basically consisits of two parts (see
Figure1). One part is PMv-IPL-M1 network that works as a
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Fig. 1. brain model

mirror system both to generate and recognize goal-directed
skilled behaviors. The cases with supervised training of
this network have been reported in [12], [13], [14]. In the
generation pathway, PMv provides the goal information to
the forward model assumed in IPL by means of setting its
internal state (it could correspond to PB or context state
in RNN implementation). The prediction of proprioception
inputs are sent to primary sensor (S1) and its conversion
to target joint angles are further sent to M1 as well as
cerebellum to compute corresponding motor commands. At
the same time, the prediction of visual sensation is computed
in IPL and it is compared with the real visual sensation
in early vision area including v1. If the error is generated,
the error is fed-back to PMv to modify the internal state
in direction of minimising error. In this way, the goals of
current behaviors can be adapted to contextual changes in
environment [13].

The other part is BG that evaluates the cumulative reward
of on-going behavior trials. In our model, it is assumed
that BG memorizes only sensory-motor sequence patterns
with good cumulative rewards in its short-term memory.
The memorized patterns are later transfered to PMv-IPL
network as teaching patterns to train the network in off-line.
It is expected that multiple behavior schemes of gaining the
higher cumulative rewards will be consolidated in PMv-IPL
network through the iterative trials of the robot.

Currently, this whole model is still under construction The
current report describes parts of this global picture, namely
BG-IPL interactions and IPL-M1 interactions. For the study
of BG-IPL interactions, we investigate a reinforcement learn-
ing scheme which realize the memory consolidation of well-
rewarded behavior patterns in simulations. For the study of
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IPL-M1 interactions, we examine how the forward model in
IPL and the inverse model in M1 or cerebellum can function
cooperatively though their learning.

III. BG-IPL INTERACTION MODEL

A. Proposed neural network model

We utilized the actor-critic method which is one of the
temporal difference (TD) family of reinforcement learning
methods. As shown in Figure 2, the model consists of two
parts called actor and critic. In this method, actor plays the
role of IPL whose output decides the behavior of a robot,
and the critic, which is corresponding to a part of BG,
approximates the value function V (t) and compute the TD
error.

Environment

Robot

Critic

Actor

Critic

Actor

U(t)�action

X(t)�sensory-input

r(t)�rewardr(t)�reward

^

r(t)�TD errorr(t)�TD error

Fig. 2. Actor-Critic Model

The goal of this algorithm is to find a policy (control law)
U(t) that maximizes the expected cumulative rewards for a
certain period in the future defined by the next equation:

V (t) =
∫ ∞

t

1

τ
e− s−t

τ r(s)ds (1)

where r(t) is the immediate reward for the state at time t.
V (t) is called value function of state X(t) and τ is the time
constant for discounting future rewards. The basic idea in TD
learning is to predict future reinforcement. By differentiating
the equation (1) with respect to time t we have

τ
d

dt
V (t) = V (t) − r(t). (2)

The TD error r̂(t) is defined as a prediction error from
equation (2)

r̂(t) = r(t) − 1

τ
V (t) +

d

dt
V (t) (3)

If the current prediction for V (t) is accurate, the TD error
should be equal to zero. In addition, if the prediction value
for the current state is small, the TD error becomes positive.
Accordingly, in the Actor-Critic method, the TD error is used
as the reinforcement signal for policy improvement.

We introduce the Actor-Critic method into a CTRNN
learning algorithm. In our algorithm, an actor and a critic
are implemented into one CTRNN to share the context loop
which plays an important role in state recognition.

Input and output neurons represent three types of infor-
mation: the value function V (t), observation of the state
X(t), and action U(t). The learning method of the CTRNN
is based on the gradient descent optimization of connection
weight values and biases of each neuron to minimize the

learning error of a given set of teaching data. The delta
errors of the connection weight and biases are computed
by using the conventional back-propagation through time
(BPTT) algorithm. In our method, the teaching data and
propagating error are modulated by the TD error to introduce
reinforcement learning.

First, we consider the learning of the value function. The
TD error indicates the inconsistency between the ideal and
predicted value functions, therefore, the teaching data for the
neuron representing value function V (t) is updated using the
following equation:

V ∗(t) = V (t) + r̂(t) (4)

where V ∗(t) is the teaching data and V (t) is the value
predicted by the current CTRNN.

Next, we consider a way for improving the action using its
associated value function V (t). It is shown that, in the actor-
critic method, the TD error can be used as the reinforcement
signal for the improvement of action. A random noise
signal is added to the output of the controller. Under such
conditions, if the TD error is positive, then the output was
shifted to a good direction. From this cause, the output has to
be learned substantially where the TD error is positive. The
error signal corresponding to the output neuron for action is
modulated according to the following equation:

e(t) = {Û(t) − Ureal(t)} × σ(r̂(t) × φ) (5)

where Û(t) is the action calculated by the CTRNN, and
Ureal(t) is the actual action including a noise signal. Sig-
moid functionσ(x) is used to ensure that the magnification
range is limited between 0 and 1.

In reinforcement learning, CTRNN has to learn a new
sequence generated in each trial, which is inherently incre-
mental learning. We use a database, which is corresponding
to BG, to store sequences and the CTRNN is trained using
these sequences. A sequence, stored in the database, is
selected by the total reward of the trial. The maximal total
reward in passed trials is stored and the total reward of a
new trial is compared to it. If the total reward of a new trial
is greater than a certain rate of a passed maximal one, then
the new sequence is stored in the database.

B. Experiment

To test the effectiveness of the proposed method, we
applied it to the task of swinging up a pendulum with limited
torque. The experiment was carried out using a physical
simulation. In this task, a robot has to bring a pendulum
to an inherently unstable upright equilibrium by controlling
the torque U(t) around the rotational axis. Furthermore,
the maximal torque is smaller than mgl, so the robot has
to swing the pendulum several times to build up sufficient
momentum to bring it upright. The state of the pendulum is
defined by the joint angle θ(t) and the pendulum’s rotational
speed θ̇(t). Here, a partially observable environment is
considered, in which the robot cannot observe the state
information corresponding to the rotational speed θ̇(t). The
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robot has to learn to approximate this information using its
internal state to solve the task.

The time course of the total reward through learning is
shown in Figure 3. In this figure, only a trial which is used
in the learning phase is counted and others are discarded.
The initial performance is about 2.5, but quickly increased
to above 20 within the first 30 trials. The performance of the
CTRNN increase gradually when there are more learning
iterations, and in trial 342, the performance of the CTRNN
reached its peak. In this trial, the CTRNN can swing up
the pendulum and maintain the pendulum in upright position
successfully. The time course of system dynamics is shown
in Figure 4. The learning algorithm proposed in this paper
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Fig. 3. Learning curve
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Fig. 4. Time course of system dynamics in trial 342

allowed the CTRNN to organize its internal state space
successfully and to use that information to achieve the given
task.

IV. IPL-M1 INTERACTION MODEL

At present, a humanoid upper-torso robot is being devel-
oped to serve as a research platform. The hardware allows
for real exploratory behavior experiments in the sense that it
is ”collision safe”, i.e. it can hit obstacles as well as other
parts of its own body, much like a human infant, and learn
about its environment in this interactive way.

Each of the arm joints is actuated by an antagonistic pair
of two motor-spring assemblies. By controlling the tension
in the spring with a classic PID controller, the joints are
being torque-controlled. The spring-like property gives the
arm a sensible ”natural” behavior: if it is disturbed, or hits
an obstacle, the arm simply deflects out of the way.

Because of inherent nonlinear characteristics of the devel-
oped control system, standard PID control schemes cannot
be applied to the system. Therefore, we implemented the
IPL-M1 model into the robot system with employing the
CTRNNs to construct both of the forward model and the

inverse model. After the performance of this part is evaluated,
BG as well as PMv parts will be added to the system.

Fig. 5. tendon-driven robot
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Group B: Research Report
Kazuo Tsuchiya

Dept. of Aeronautics and Astronautics, Graduate School of Engineering, Kyoto University

I. RESEARCH PROJECT

Animals generate locomotion adaptive to various environ-
ments by cooperatively manipulating their complicated and
redundant musculoskeletal systems. So far, biomechanical
studies have investigated the mechanical and dynamical
characteristics of cooperative muscle activities. On the other
hand, neurophysiological studies have examined neural ac-
tivities during various motions and evaluated their functional
roles based on animal experiments. Animal skillful behaviors
emerge through dynamical interactions between brain, ner-
vous system, and musculoskeletal system. Group B consists
of biologists who study exercise physiology and engineers
who study biomechanics and conducts cooperative research
aiming to elucidate how the mechanisms of selection and
realtime generation of motion patterns adapt themselves to
environmental variations (Fig. 1). In particular, biologists
record neural activities related to locomotor behaviors and
investigate the functional roles of the neural activities based
on such animals as monkeys, cats, and rats as well as
humans. On the contrary, engineers construct neuromuscu-
loskeletal models founded on anatomically based whole-
body musculoskeletal and mathematical models of locomotor
nervous systems based on neurophysiological findings. They
clarify the nervous system mechanism that generates adaptive
behaviors founded on a constructive approach by simulating
locomotion based on the constructed models and comparing
simulation results with physiological experimental results.
This group wants to open a new research field called
‘System Biomechanics’ that integrates biomechanics and
neurophysiology. Furthermore, this group aims to construct a
new robotics called ‘Biorobotics’ and establish applications
to anthropology and rehabilitation. This report shows the
representative studies of this group. Further details are shown
in the report of each subgroup.

A. Elucidation of functional roles of cortical motor areas in
locomotor behaviors

In primates, cortical motor areas in the frontal lobe are
one of the major sources of efferents projecting to both the
brainstem and spinal cord. Since these areas are functionally
separated in the primary motor cortex (M1), the supplemen-
tary motor area (SMA) and the premotor area (PM) in terms
of controlling hand and digit movements, the purpose of the
present study is to elucidate whether each of these areas
plays specific roles for the execution of locomotor behaviors.
Two series of experiments were performed on two macaque
monkeys which were trained to perform quadrupedal and
bipedal locomotion on treadmill without any constraints.

Fig. 1. Research project of Group B

Fig. 2. Schematic presentation of representative firing patterns of
cortical neurons during locomotor behaviors.

First, we recorded neuronal activities in these areas dur-
ing treadmill walking so that we could determine whether
neurons in each area had their own specific firing property.
We also tested how the firing pattern is altered by the
transition from quadrupedal to bipedal locomotion (Fig. 2).
Next, we injected muscimol, a GABAA-receptor agonist, into
each of cortical motor areas to determine whether deficit
of locomotor behaviors specific to each area was evoked.
Based on the present findings, role of cortical motor areas in
the modulation of subcortical motor systems is discussed in
relation to the control of postural and locomotor synergies.

Firing properties of recorded neurons during standing and
locomotor behaviors are summarized as follows: (1) Firing
rate of most neurons in each area was lower when animal was
standing with quadruped. (2) Immediately before initiating
locomotion with either quadruped or biped, a population
of PMd neurons started to discharge. (3) Neurons in M1
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Fig. 4. Forward dynamic simulation of quadrupedal locomotion of a Japanese monkey based on musculoskeletal model

Fig. 3. Kinematic description of the whole-body skeleton of a
Japanse monkey as a chain of links. Only right fore and hindlimb

are shown.

mainly exhibited rhythmic discharge during locomotion in
relation to step cycles. (4) Majority of SMA neurons ton-
ically discharged during locomotion. (5) Majority of PMd
neurons displayed either phasic or phasic-tonic firing during
locomotion. (6) Firing frequency of most neurons recorded
in all three areas was higher in locomotion with biped than
quadruped.

This study is the first to provide direct evidence that
neurons in the trunk/hindlimb region of the cortical motor
areas in primates contribute to the execution of quadrupedal
and bipedal locomotion. Present findings suggest that each
area plays specific role in the control of locomotor behaviors.
The M1 is possibly involved in the rhythmic movements of
contralateral hindlimb during locomotion. The SMA may
play a role in the postural control, while the PMd may
contribute to the initiation of locomotion in addition to the
control of postural and locomotor (rhythmic leg movements)
synergies. Bipedal locomotion requires the intense activation
of cortical motor areas than quadrupedal locomotion.

II. CONSTRUCTION OF A NEURO-MUSCULOSKELETAL

MODEL OF THE JAPANESE MONKEY

The present study constructed a biologically plausible
computer simulation of animal locomotion. In particular,
it created a neuro-musculoskeletal model for quadrupedal
and bipedal locomotion in the Japanese monkey (Macaca
fuscata). A kinematic skeleton of the Japanese monkey was
mathematically described as a chain of 20 links connected
by revolute joints, as illustrated in Figure 3. Joints con-
necting the trunk segments (head, thorax, lumbar vertebrae,
and pelvis) were represented as 3-degree-of-freedom (DOF)

joints. The scapula is usually modeled as immobile with
respect to the thorax, although the relationship between the
scapula and forelimb is functionally equivalent to the femur
and hindlimb, thus representing an important element for
propulsion. A new approach was thus used to mathematically
model the translational motion of the scapula along the rib
cage using three revolute joints.

A fresh cadaver of a female Japanese monkey was dis-
sected to mathematically describe the path of each muscle
and the associated capacity to generate force. Each muscle
in the fore and hindlimbs was carefully exposed to observe
points of origin and insertion. The muscle was then removed
and mass and fascicle length were systematically recorded
to calculate the physiological cross-sectional area (PCSA).
The path of each muscle was defined using a series of
points connected by line segments. The capacity of each
muscle to generate force was assumed to be proportional to
PCSA. Each muscle was basically modeled as a line segment
connecting origin and insertion.

CPG was hypothesized to represent a set of oscillators
corresponding to each of the limbs and the trunk segment,
and oscillator phase was considered to encode the orientation
and length of the limb axis, with the spinal circuitry of
interneurons somehow generating muscle activation patterns
based on output signals from the CPG. For now, we modeled
this transformation using a PD feedback control law, and
joint torque was applied instead of muscle force to generate
locomotion. Orientation and length profiles of limbs were
provided based on measured kinematic data. The CPG phase
was reset in response to the timing of hand or foot-ground
contacts. To realize coordinated interlimb movements, ap-
propriate dynamic interactions among the oscillators were
assumed (Fig. 4).

A nine-year old male Japanese monkey walking
quadrupedally/bipedally on a treadmill at three km/h was
videotaped using four digital cameras and locomotion was
analyzed. A total of 16 reflexive markers (eight on one side)
were placed at: 1) the head of 5th metatarsal; 2) the lateral
malleolus of fibula; 3) the lateral epicondyle of the femur;
4) the greater trochanter; 5) the acromion; 6) the lateral
epicondyle of humerus; 7) the styloid process of the ulna; and
8) the head of 5th metacarpal. These markers were manually
digitized frame-by-frame, and their coordinates were calcu-
lated using 3D motion analysis software. A new treadmill
was constructed in which a force plate was embedded, and
we started to synchronously capture locomotor kinematics
and kinetics.
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Abstract: The present study was designed to understand how 
cortical motor areas in primates contribute to the gait control. 
In freely-moving macaque monkeys, firing property of cor- 
tical neurons in the motor-related areas was first examined 
during locomotion on moving treadmill. In quadrupedal 
locomotion, most neurons in the primary motor cortex (M1) 
rhythmically discharged in relation to step cycles, while those 
in the supplementary motor area (SMA) tonically discharged. 
Neurons in these areas increased their firing rate when the 
animal walked bipedally. While a majority of neurons in the 
dorsal part of the premotor cortex (PMd) tonically and pha- 
sically discharged during locomotion, a portion of the PMd 
neurons transiently increased their firing rates when the 
monkey initiated walking. Microinjection of muscimol into 
the hindlimb region of M1 resulted in local paresis of the 
contralateral hindlimb. However, muscimol injection into 
trunk/hindlimb region of the SMA did not paralyze the limb 
movement but disturbed postural control. When the PMd was 
a target of muscimol injection, the monkey seemed to lack 
the capability of initiating locomotor behaviors in response to 
external events. These findings suggest that cortical motor 
areas in macaque monkeys are functionally organized in 
relation to the execution of locomotor behaviors. Possibly 
they are involved in the initiation (PMd), postural control 
(SMA) and rhythmic limb movements (M1). Because firing 
rates of neurons recorded in these areas were much higher in 
bipedal than quadrupedal locomotion, bipedal locomotion 
may require enhanced activities of cortical motor areas.   
 
Keywords; motor cortex, bipedal and quadrupedal locomotion 
postural control, basal ganglia, brainstem, spinal cord 
 
1. INTRODUCTION 

The term motor control refers to the study of postures and 
movements, and also the functions of mind and body that 
govern posture and movements. Postures of the limbs, the trunk 
and the whole body are maintained by muscular effort. On the 
other side, “movements” are transition from one posture to 
another [1]. One of the most representative movements that 
require dynamic postural changes is locomotion. For initiation 
of locomotion, maintenance and transition of one’s body weight 
against the gravity are essential. Therefore dynamic postural 
changes are thought to the initial stage of purposeful move- 
ments.  

Basic neural systems responsible for the control of posture 
and locomotion are located in the brainstem and spinal cord [2]. 

Adaptive locomotor behaviors triggered by cerebral cortex and 
the limbic system are therefore mediated by the activation of 
the brainstem-spinal cord systems and regulated by the basal 
ganglia and the cerebellum. The motor cortex is involved in the 
control of precise stepping movements in visually-guided 
walking. Although experimental lesions of the cat motor cortex 
do not prevent animals from walking in a smooth floor, they 
severely impaired tasks requiring a high degree of visuomotor 
coordination, such walking on the rungs of horizontal ladder 
and stepping over a series of barriers [3]. Such skilled walking 
is associated with considerable modulation in the activity of a 
large number of neurons in the motor cortex [4]. Clinically, 
bipedal gait of Parkinson disease patients is seriously disturbed. 
Typically they hesitate to start walking (frozen gait) and 
walk slowly with diminished arm swing and flexed forward 
posture [5, 6]. However the gait disturbance is improved and 
normalized by visual input (paradoxical gait). The improvement 
has been shown to be brought about by the enhanced activities 
of parietal and frontal cortices by visual stimuli [7].  

In primates, cortical motor areas in the frontal lobe are 
one of the major sources of efferents projecting to both the 
brainstem and spinal cord. Since these areas are functionally 
separated in the primary motor cortex (M1), the supple- 
mentary motor area (SMA) and the premotor area (PM) in 
terms of controlling hand and digit movements [8, 9, 10], the 
purpose of the present study is to elucidate whether each of 
these areas plays specific roles for the execution of locomo- 
tor behaviors. Two series of experiments were performed on 
two macaque monkeys which were trained to perform qua- 
drupedal and bipedal locomotion on treadmill without any 
constraints. First, we recorded neuronal activities in these 
areas during treadmill walking so that we could determine 
whether neurons in each area had their own specific firing 
property. We also tested how the firing pattern is altered by 
the transition from quadrupedal to bipedal locomotion. Next, 
we injected muscimol, a GABAA-receptor agonist, into each 
of cortical motor areas to determine whether deficit of 
locomotor behaviors specific to each area was evoked. 
Based on the present findings, role of cortical motor areas in 
the modulation of subcortical motor systems is discussed in 
relation to the control of postural and locomotor synergies. 

 
2. MATERIALS AND METHODS 

The experiments were performed on two macaque monkeys 
(7.5 and 8.5kg). All of the procedures were approved in the Guide 
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for the Care and Use of Laboratory Animals (NIH Guide), revised 
1996. During the investigation every effort was made to minimize 
animal suffering and to reduce the number of animals used.  
Surgery: Before surgery, animals were trained to perform quadru- 
pedal and bipedal locomotion on a moving treadmill. Surgery was 
made under pentobarbital anesthesia (20mg/kg, i.p.). The head was 
fixed in a stereotaxic apparatus. Two stainless steel pipes were 
mounted in parallel on the skull using acrylic resin and small 
screws. A chamber was then attached to the skull over cortical 
motor areas for the single-unit recording and muscimol injection.  
Recording of cortical neurons: After recovery of the surgery, a 
tungsten microelectrode were inserted into trunk/hindlimb regions 
of M1, SMA and dorsal part of PM (PMd) using a custom-made 
micro-manipulator. Extracellular activity of neurons was recorded 
from the monkey walking freely with both quadruped and biped on 
the treadmill. Intracortical microstimulation (ICMS, 5.0-50 μA, 
333 Hz, 12-22 pulse trains) was carried out at the end of each 
experimental session.  
Muscimol injection: Prior to the injection, locations of trunk/ 
hindlimb regions of M1, SMA and PMd were examined by ICMS. 
Muscimol (5.0~10.0 μg/μl, 1.0~4.0 μl), a GABAA-receptor agonist, 
was then injected into the trunk/hindlimb region of each area using 
Hamilton microsyringe (10 μl) attached with Teflon-coated tungs- 
ten wire. Effects of the injection were confirmed by the reduction 
of spontaneous activity of the neurons. The monkey was then 
encouraged to walk on the treadmill and its locomotor figure was 
compared before and after the injection.  
 
3. RESULTS 
3-1. Firing property of cortical neurons during locomotion 

To date, activity of 82 neurons was recorded from 
trunk/hindlimb region of the M1, SMA and PMd of the 
monkey (Fig.1A) walking quadrupedally or bipedally on a 
moving treadmill belt. Of these, 54 neurons showed task- 
related activity during quadrupedal and/or bipedal locomo- 
tion. To analyze firing property of the task-related neurons, 
peri-event time histograms were constructed in relation to 
single step cycles of the hindlimb contralateral to the record- 
ing side (Fig.1B and 1C).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Before starting locomotion, standing with quadruped, the 
neurons in all areas exhibited sporadic or tonic firing with 
lower rate. When a monkey started to locomote, a majority 
of the neurons altered their firing patterns. Firing property of 
the cortical neurons was divided into four patterns as shown 
in Fig. 2B. They discharged either phasically (phasic cells; 
a) or tonically (tonic cells; b), or both (phasic-tonic cells; c).  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Relative proportion of each firing pattern was shown in 

Fig. 3 in relation to the locations of recorded motor areas 
during quadrupedal (A) and bipedal locomotion (B). During 
quadrupedal locomotion (Fig. 3A), in the M1, 15 out of 21 
task-related neurons were the phasic cells. An example is 
shown in Fig.1B. The peak activity occurred at widely 
different times during the step cycle in different cells. In 
contrast, majority of neurons in the SMA (7/13) and the 
PMd (8/20) were the tonic or phasic-tonic cells. Noteworthy 
is that 4 neurons in the PMd displayed bursting discharges 
preceding the initiation of locomotion (Fig.2Bd, 3B).  

 
 
 
 
 
 
 
 
 
 
 
 
 
When the monkey converted its locomotor pattern from 

quadrupedal to bipedal walking (Fig.2A), most neurons in 
all areas increased their firing frequency. Compared with 
quadrupedal locomotion, one of the prominent features was 

Figure 1. Activity of an M1 neuron during locomotion 
A. Cortical motor areas in the cerebral cortex of macaque 
monkeys. B Example of M1 neuron discharging phasically during 
quadrupedal locomotion. C. Firing histogram of this cell in 
relation to step cycles of the hindlimb contralateral to the 
recording side. Periods of stance and swing phases are indicated 
by filled and hatched bars. Bin width is 18 msec. Abbreviations, 
cs; central sulcus, ps; principal sulcus, ips; intraparietal sulcus, 
spcd; superior precentral dimple, as; arcuate sulcus. 

Figure 3. Firing patterns of cortical neurons during locomotion 
Relative proportion of motor cortical neurons with different firing 
properties during quadrupedal (A) and bipedal (B) locomotion.  

Figure 2. Schematic presentation of representative firing patterns 
of cortical neurons during locomotor behaviors.  

A. Postural changes of quadrupedal (left) and bipedal (right) loco- 
motor behaviors in monkey. B. Schematic illustration of firing 
property of motor cortical neurons. See text for explanations. 
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that proportion of tonic and phasic-tonic cells in the SMA 
and PMd was larger in bipedal locomotion. In addition, 5 out 
of 7 cells in these areas, which had no modulatory firing 
during quadrupedal locomotion, showed tonic firing pattern 
during bipedal locomotion. In the PMd, a group of neurons 
generated bursting firing preceding the onset of bipedal 
locomotion as in the case of quadrupedal locomotion (Fig. 
3B). 
 
3-2. Changes in bipedal locomotor patterns following in- 
activation of motor cortical areas by muscimol injections 

Further to elucidate functional roles played by each 
area, muscimol was selectively injected into trunk/hindlimb 
region of the M1, SMA and PMd. When muscimol was 
injected unilaterally into the M1 region, flaccid paresis was 
observed in the contralateral hindlimb without any postural 
disturbance. In contrast, bilateral injection of muscimol into 
the SMA region produced truncal or postural sway together 
with a tottering gait pattern, i.e., postural disturbance was 
prominently induced. However, such disturbance was not 
prominent if muscimol was injected unilaterally. When the 
PMd region was a target of muscimol injection, the animal 
could not initiate locomotion against either the presentation 
of rewards or abrupt movement of the treadmill belt. In this 
case, however, the monkey seemed to be able to start 
locomotion volitionally.   
 
4. DISCUSSION 

Firing properties of recorded neurons during standing 
and locomotor behaviors are summarized as follows: (1) 
Firing rate of most neurons in each area was lower when 
animal was standing with quadruped. (2) Immediately before 
initiating locomotion with either quadruped or biped, a 
population of PMd neurons started to discharge. (3) Neurons 
in M1 mainly exhibited rhythmic discharge during locomo- 
tion in relation to step cycles. (4) Majority of SMA neurons 
tonically discharged during locomotion. (5) Majority of PMd 
neurons displayed either phasic or phasic-tonic firing during 
locomotion. (6) Firing frequency of most neurons recorded 
in all three areas was higher in locomotion with biped than 
quadruped.  
 
4-1. Descending signals from the cerebral cortex involved 
in the control of postural and locomotor synergies 

It is generally agreed that rhythmic limb movements 
during locomotion are induced by the activity of central 
pattern generators (CPG) in spinal cord (Fig.4A) [11]. 
Therefore rhythmic firing of M1 neurons may not contribute 
to rhythmogenicity, but to modulate the excitability of target 
motoneurons and interneurons through corticospinal tract 
(Fig.4B) so that the excitability of spinal reflex loops of 
particular spinal segments could be appropriately regulated 
during locomotion. However, the M1 receives inputs from 
the somatosensory cortex, and from the basal ganglia and the 
cerebellum through thalamus. Modulated activity in the M1 
may be attributed to cortical interconnections among the 
motor areas, somatosensory inputs or convergent inputs 
from the basal ganglia and the cerebellum. This could be the 
case in the SMA and PMd activity. 

Neurons in the SMA tonically discharged during loco- 
motion. The SMA is involved in programming the sequence 

of movements through loops with the basal ganglia and 
cerebellum [7, 12, 13]. Output neurons in the SMA project 
to the midbrain and the pontomedullary reticular formation 
where basic neural structures responsible for controlling 
postural reflexes, postural muscle tone and locomotion are 
located [2]. Because muscimol injection into the SMA dis- 
turbed postural control during bipedal locomotion, the tonic 
firing property of the SMA neurons may contribute to the 
postural equilibrium during locomotion via brainstem and 
spinal cord pathways, particularly the reticulospinal tract 
(Fig.4C).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
A majority of PMd neurons displayed both tonic and 

phasic firing. We speculate that the firing property may be 
partly ascribed to the convergent inputs from the SMA and 
the M1. A small portion of the PMd neurons only transiently 
discharged before onset of locomotion. By injecting musci- 
mol into the PMd, the monkey seemed unable to initiate 
locomotion that was triggered by external events, such as 
presentation of rewards (food) and alteration of somato- 
sensory information generated by moving the treadmill. The 
PMd receives multimodal sensory inputs arising from the 
parietal cortex. This area, in turn, provides dense projections 
to the brainstem in addition to the basal ganglia (Fig.4D).  

We have previously suggested that cortical motor areas 
control locomotor behaviors by direct cortico-brainstem pro- 
jections and indirect projections via the basal ganglia to the 
brainstem [2]. The former provides glutamatergic excitatory 
drive and the latter provides GABAergic inhibitory control 
to the brainstem motor systems. Accordingly, an increase in 
the cortical activity may enhance the brainstem activity by 

Figure 4 Possible neuronal mechanisms of cortical control of 
locomotor behaviors  

A. Interconnections among cortical motor areas. B-D. Descending 
corticoreticular, corticostriatal and corticospinal locomotor control 
from the M1 (B), SMA (C), and PMd (D). See text for explanations.
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the direct excitation and by the indirect disinhibition.  
It follows that the tonic activity in the SMA and PMd 

may be responsible for the generation of steady rhythmic 
limb movements and the maintenance of postural muscle 
tone during locomotion. On the other hand, transient firing 
of the PMd neurons may provide strong cortical excitation 
and transient reduction of the basal ganglia inhibition acting 
on brainstem motor systems, which lead to the “motor set” 
before initiation of locomotor movements.  

In Parkinson disease patient, visual input improves gait 
disturbance such as frozen gait, fast-tiny steps and postural 
instability (paradoxical gait), and the visual input enhances 
the PMd activity, which may normalize locomotor program 
[7]. Accordingly, the PMd may play crucial role for initia- 
tion and programming of the locomotor behaviors. 
 
4-2. Functional organization of cortical motor areas 
responsible for locomotor behaviors 

In primates, there exist several cortical motor areas 
related to execution and control of voluntary movements in 
the frontal lobe. With respect to hand movements, these 
motor cortical areas have both functional and anatomical 
organizations [8, 9]. There are also dense inter-cortical 
connections among them (Fig.4A) [10]. As to the descending 
projection from these areas, the M1, SMA and PM project 
directly to the brainstem and/or spinal cord (Fig.4B-D) [8, 
14]. 

In this study, neurons in the M1 (phasic), SMA (tonic) 
and PMd (phasic-tonic) showed different firing properties 
during locomotion. In addition, locomotor deficits produced 
by muscimol injection were peculiar to each of these areas. 
All these results prompt us carefully to discuss different 
functional roles played by each of these areas in the control 
of locomotor behaviors, although have not yet identified 
output of recorded neurons and samples are still small in 
number. 

One of noteworthy findings is that most cortical neurons 
had higher firing rates during locomotion with biped than 
quadruped. This indicates that bipedal locomotion requires 
higher cortical activity. This finding agrees well with our 
preliminary results obtained by a positron emission tomo- 
graphy study showing that activity of the M1 and SMA in 
macaque monkeys has been more pronounced during bi- 
pedal than quadrupedal locomotion. We presume that the 
enhanced activity of the motor areas may strengthen con- 
tractions of postural muscles in trunk and hindlimbs so that 
the subject can maintain its body equilibrium during bipedal 
standing and locomotion. 
 
5. SUMMARY & CONCLUSION 

This study is the first to provide direct evidence that 
neurons in the trunk/hindlimb region of the cortical motor 
areas in primates contribute to the execution of quadrupedal 
and bipedal locomotion. Present findings suggest that each 
area plays specific role in the control of locomotor behaviors. 
The M1 is possibly involved in the rhythmic movements of 
contralateral hindlimb during locomotion. The SMA may 
play a role in the postural control, while the PMd may 
contribute to the initiation of locomotion in addition to the 
control of postural and locomotor (rhythmic leg movements) 

synergies. Bipedal locomotion requires the intense activation 
of cortical motor areas than quadrupedal locomotion. 
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I. INTRODUCTION 
nimals are capable of generating locomotion adaptive to 
diverse environments by coordinately controlling 
complex musculoskeletal systems. Mechanisms 

underlying the emergence of such intelligent adaptive behavior 
have conventionally been attributed to the sophisticated control 
mechanism of a biological sensorimotor nervous system. 
However, the suggestion has recently been made that animals 
achieve such adaptive yet efficient locomotion by exploiting 
intrinsic designs and properties of the musculoskeletal 
structures acquired through evolutionary history. A 
fundamental limitation may thus exist in attempts to clarify 
how the nervous system adaptively functions during 
locomotion based solely on neurophysiological studies; 
towards elucidating the mechanisms, the mechanisms of 
information processing emerging from appropriate dynamic 
interactions among the neuro-control system, musculoskeletal 
system and environment must be thoroughly investigated. 

The present study constructed a biologically plausible 
computer simulation of animal locomotion by integrating 
physiological findings from the locomotor nervous system and 
the anatomy and biomechanics of the musculoskeletal system, 
with the aim of illuminating the dynamic principles underlying 
the emergence of adaptive locomotion in animals. Particular 
focus was placed on modeling quadrupedal and bipedal 
locomotion in the Japanese monkey (Macaca fuscata), as 
Japanese monkeys have recently been used for 
neurophysiological studies on adaptive locomotor mechanism 
[1-2], allowing direct comparisons between experimental data 
and simulation results. Moreover, the transition from 
quadrupedalism to bipedalism in Japanese monkeys is regarded 
to some extent as a modern analogue of the evolution of bipedal 
locomotion and therefore offers an interesting subject for 
research in the field of physical anthropology [3-7]. 
Furthermore, inferences gained by analyses of phylogenetically 
close animals such as primates might be more directly 
extensible to the understanding of human locomotion and 
associated clinical applications. 

We call this constructive approach to elucidate the locomotor 
intelligence in the dynamic interactions among body, brain and 
environment “system biomechanics”. While conventional 
biomechanics studies mechanical behaviors and loads imposed 

 
N. Ogihara and M. Nakatsukasa are with Laboratory of Physical 

Anthropology, Graduate School of Science, Kyoto University, 
Kitashirakawa-oiwakecho, Sakyo, Kyoto 606-8502, Japan (e-mail: {ogihara, 
nakatsuk}@anthro.zool.kyoto-u.ac.jp).  

S. Aoi, Y. Sugimoto, and K. Tsuchiya are with Department of Aeronautics 
and Astronautics, Graduate School of Engineering, Kyoto University, 
Yoshida-honmachi, Sakyo, Kyoto 606-8501, Japan (e-mail: {shinya_aoi, yas, 
tsuchiya}@kuaero.kyoto-u.ac.jp). 

on the musculoskeletal system from a mechanical engineering 
perspective, system biomechanics treats the combination of 
musculoskeletal and neuro-information processing systems as a 
dynamic system, and analyzes the mechanisms underlying the 
emergence of adaptive locomotion based on system 
methodology. Obviously, the mechanics of the musculoskeletal 
system constitute a crucial element of the dynamical system, so 
the system biomechanics are inclusive of conventional 
biomechanics. 

Herein we report current progress in our system 
biomechanics study of quadrupedal/bipedal locomotion in the 
Japanese monkey, i.e., three-dimensional gait analysis and 
forward dynamic simulation based on an anatomically based 
whole-body musculoskeletal model. 

II. WHOLE-BODY ANATOMICAL MODEL OF 
JAPANESE MONKEY 

For a realistic representation of body motion, a fresh cadaver 
of an adult male Japanese monkey underwent whole-body 
computed tomography, and a total of 1935 cross-sectional 
images were obtained, and three-dimensional (3D) surface 
models of the entire skin surface and skeletal system were 
constructed. The skeleton was divided into the following bone 
segments: head; thorax (with cervical vertebrae); lumber 
vertebrae; pelvis; scapula; humerus; ulna; radius; hand (carpals 
and metacarpals); femur; tibia (with fibula); and foot (tarsals 
and metatarsals). A bone coordinate system embedded in each 
of the bones was defined by principal axes. Each joint was 
approximated as a combination of hinge joints, joint centers 
and rotational axes estimated by joint morphology based on 
joint surface approximation using a quadric function. Joint 
centers were determined from the position of the apex of the 
fitted quadric surface and the two principal radii of curvature at 
the apex, and rotational axes were determined from the 
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Fig 1. Kinematic description of the whole body skeleton of a Japanse monkey as
a chain of links.  Only right fore- and hindlimb are shown. 
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principal directions in which the principal curvatures occurred. 
A kinematic skeleton of the Japanese monkey was thus 
mathematically described as a chain of 20 links connected by 
revolute joints as illustrated in Figure 1. Joints connecting the 
trunk segments (head, thorax, lumbar vertebrae and pelvis) 
were represented as 3-degree-of-freedom (DOF) joints. The 
scapula is usually modeled to be immobile with respect to the 
thorax, although the relationship between scapula and forelimb 
is functionally equivalent to that of the femur and hindlimb, 
thus representing an important element for propulsion [8]. A 
new approach was thus used to mathematically model 
translational motion of the scapula along the rib cage using 3 
revolute joints. Shoulder (glenohumeral), elbow, radioulnar, 
and wrist joints were modeled as 2-, 1-, 1- and 2-DOF joints, 
respectively. Hip, knee and ankle joints were represented as 3-, 
1- and 2-DOF joints, respectively. The total number of DOF for 
the skeletal system was thus 45. As a result of morphologically 
accurate description of the joint kinematics based on quadric 
function approximation, rotational axes of the joints did not 
coincide with bone coordinate axes, unlike robots. 

To calculate inertial properties necessary for biomechanical 
studies (i.e., mass, position of the center of mass of the segment, 
and inertial tensor about the center of mass), the body surface 
was divided into 20 segments by planes passing through the 
joint centers. One exception was the scapular segment, which 
was separated from the thoracic volume by a rounded surface 
so as to include muscles of the shoulder girdle. Inertial 
properties of the segment were then numerically calculated 
using 3D CAD software, assuming that segment composition is 
homogeneous and density is 1.0 g/cm3. This resulted in a body 
mass of 10.0 kg, nearly equal to the average body mass of an 
adult male Japanese monkey. 

Several studies have quantified the musculature of the 
Japanese monkey [9-10]. However, no complete quantitative 
data on whole-body musculature have been reported. A fresh 
cadaver of a female Japanese monkey was thus dissected to 
mathematically describe the path of each muscle and the 
associated capacity to generate force. Each muscle in the fore- 
and hindlimbs was carefully exposed and points of origin and 
insertion were observed. The muscle was then removed and 
mass and fascicle length were systematically recorded to 
calculate physiological cross-sectional area (PCSA). The path 

of each muscle was defined using a series of points connected 
by line segments. Capacity of each muscle to generate force 
was assumed to be proportional to PCSA. Each muscle was 
basically modeled as a line segment connecting origin and 
insertion. 

III.  GAIT ANALYSIS USING THE 
MUSCULOSKELETAL MODEL 

Locomotion is an elaborate physical phenomenon generated 
by dynamic interactions between a complex chain of 
musculoskeletal elements and the changing outside world. To 
understand the mechanism underlying the generation of 
adaptive locomotion, actual locomotion must be thoroughly 
investigated from the outset. For this reason, a male Japanese 
monkey (9-years-old) walking quadrupedally/bipedally on a 
treadmill at 3 km/h was videotaped using 4 digital cameras and 
locomotion was analyzed. A total of 16 reflexive markers (8 on 
one side) were placed at: 1) head of 5th metatarsal; 2) lateral 
malleolus of fibula; 3) lateral epicondyle of femur; 4) greater 
trochanter; 5) acromion; 6) lateral epicondyle of humerus; 7) 
styloid process of ulna; and 8) head of 5th metacarpal. These 
markers were manually digitized frame-by-frame and the 
coordinates of markers were calculated using 3D motion 
analysis software. The change in position of each coordinate 
over time was low-pass filtered at 8 Hz.  

If the musculoskeletal model described could be matched to 
the temporal history of digitized marker coordinates, all body 

Fig 2. Reconstructed whole-body kinematics of a Japanese monkey  in transition from quadrupedal to bipedal walking. 

Fig 3. Synchronous measurement of locomotor kinematics and kinetics using a 
new treadmill in which a force plate could be embedded. 
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skeletal motion could be reconstructed as in video fluoroscopy. 
For this, the musculoskeletal model was firstly scaled to the 
size of the monkey in the video based on segment lengths, and 
the 45 DOF of the skeletal system were adjusted 
frame-by-frame to minimize the sum of distances between 
corresponding markers while minimizing deviations of joint 
angles from the anatomically natural position (midpoints of the 
ranges of joint rotations). The quasi-Newtonian method was 
used to solve this minimization problem. Figure 2 illustrates 
results of matching, indicating that the whole-body kinematics 
of a Japanese monkey walking on a treadmill was successfully 
reconstructed using an anatomically based musculoskeletal 
model and the model-based matching technique. To determine 
the position and orientation of any bone segment, 6 DOF have 
to be defined. As a result, 16 marker coordinates are 
insufficient to prescribe the complete posture of the entire 
skeleton. However, by introducing kinematc constraints 
defined by joint morphology, the present study successfully 
yielded anatomically reasonable, natural skeletal motion from a 
limited number of external markers. Unrealistic solutions such 
as dislocation and collision were thus avoided.  

Reconstruction of skeletal motion contributes to 
interpretation and comprehension of locomotor mechanisms. 
From this reconstructed skeletal motion, changes in state 
variables of muscles such as muscle length and contractile 
velocity during locomotion can be estimated. If a ground 
reaction force profile could be measured in synchronization 
with kinematic data, joint torque profiles could be calculated 
based on calculation of inverse dynamics. Furthermore, 
muscular force profiles in addition to motor command profiles 
sent to muscles during locomotion could also be estimated if a 
mechanical model of the muscle were employed. Conversely, 
activity profiles of exteroceptors such as cutaneous receptors 
on the plantar surface of a foot and proprioceptors such as 
muscle spindles and Golgi tendon organs could also be roughly 
estimated from changes in state variables and forces in the 
musculoskeletal model. Overall behavior of the peripheral 
sensorimotor nervous system might thus be macroscopically 
reconstructed from the measurable set of kinematic and kinetic 
data. We planned to approach the information processing of 
locomotion by analyzing correlations among estimated neural 
activities. For this reason, a new treadmill was constructed in 

which a force plate could be embedded, and we started to 
synchronously capture locomotor kinematics and kinetics (Fig. 
3). 

IV. FORWARD DYNAMIC SIMULATION OF 
LOCOMOTION 

Animal locomotion, including that of primates, is generally 
accepted as being generated by a rhythm-generating neuronal 
network in the spinal cord known as the central pattern 
generator (CPG), with locomotion evoked by stimulus input 
from the mesencephalic locomotor region in the brainstem 
[11-13]. However, rhythmic signals produced by the CPG 
alone do not generate adaptive locomotion. Afferent 
proprioceptive information is also essential for generating 
locomotion, and must be mutually coordinated in the spinal 
cord to construct appropriate intra- and interlimb coordination. 

Exactly what are encoded specifically in the output and state 
variables of the CPG remain unclear. However, recent 
neurophysiological studies on spinocerebellar neurons have 
reported that sensory feedback signals from proprioceptors in 
muscles and joints are integrated in the spinal circuitry to 
encode global parameters of the limb movement, i.e., 
orientation and length of the axis connecting the most proximal 
joint and the distal position of a limb (limb axis) [14-16]. This 
finding implies that global parameters describing limb 
kinematics, along with individual local proprioceptive inputs, 
are actually utilized as important sensory inputs for locomotion.   

Conversely, limb movements such as kicking and 
locomotion are also suggested to be generated by a 
combination of small numbers of invariant synergistic muscle 
activation patterns, each created by a functional module located 
in the spinal cord. Control of such combination patterns alters 
movement kinematics, i.e., position and direction of limb 
movement [17-19]. Grasso et al. also suggested that muscle 
activation patterns in locomotion were generated primarily 
based on kinematics, after demonstrating that the kinematic 
patterns of human forward and backward locomotion are 
basically the same while muscle activations are quite different 
[20]. Furthermore, activities of Purkinje cells in the cerebellum 
during arm movement, typically linked to arm dynamics, have 
recently been suggested to represent kinematic information of 

 
Fig 4. Forward dynamic simulation of quadrupedal locomotion of a Japanese monkey based on the musculoskeletal model. 
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hand movements, indicating that muscle activation patterns are 
generated primarily based on global kinematic parameters at 
the spinal cord level, even in arm movements [21]. 

These findings suggest that: 1) in the spinal cord, a global 
parameter may exist representing limb kinematics, i.e., 
orientation and length of the limb axis, and this global 
representation is used for coordinated control of the limb 
musculoskeletal system and information exchange between 
central and peripheral nervous systems; 2) state variables of the 
CPG may represent the phase of global limb kinematics, and 
muscle activation patterns are generated based on these 
variables at the spinal modules; and 3) phase dynamics of the 
CPG network are autonomously regulated by mutual 
interactions among CPGs in addition to global sensory 
information, to adapt to various environments and cope with 
external perturbations.  

In this study, the CPG was thus hypothesized to represent a 
set of oscillators corresponding to each of the limbs and the 
trunk segment, and phase of the oscillator was considered to 
encode the orientation and length of the limb axis, with the 
spinal circuitry of interneurons somehow generating muscle 
activation patterns based on output signals from the CPG. For 
now, we modeled this transformation using a PD feedback 
control law, and joint torque was applied instead of muscle 
force to generate locomotion. Orientation and length profiles of 
limbs were provided based on measured kinematic data (Fig. 2). 
Phase of the CPG was reset in response to the timing of 
hand/foot-ground contacts. To realize coordinated interlimb 
movements, appropriate dynamic interactions among the 
oscillators were assumed.  

Figure 4 illustrates the generated quadrupedal locomotion 
pattern. Although many problems remain, the results show that 
locomotion was successfully generated due to dynamic 
interactions among the body mechanical system, the nervous 
system consisting of the oscillators, and the environment. The 
importance of computer simulation studies based on 
biologically relevant neuro-musculoskeletal modeling has 
gained particular emphasis in recent years for truly elucidating 
adaptive mechanisms of locomotion in animals [22-23]. Based 
on our current model, we aim to further improve our simulation 
study, particularly that of the locomotor neuro-control system 
with the collaboration of neurophysiologists to achieve 
biologically plausible simulations. 

V. CONCLUSION 
Herein we report our system biomechanics studies of 

quadrupedal/bipedal locomotion in the Japanese monkey based 
on an anatomically based whole-body musculoskeletal model. 
Such a physically realistic musculoskeletal model may 
reproduce actual mechanics of the body system during 
locomotion, allowing in-computer analysis of locomotor 
mechanisms. We hope to elucidate the dynamic principles 
underlying the emergence of adaptive locomotion by analyzing 
the behavior of neuro-musculoskeletal dynamics recreated in a 
computer from a system engineering perspective. 
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Abstract— The behavior of a robot is emerged from the
interaction between body, control, and environmental dynamics.
The research group B–3 aims to design body and control
dynamics for emerging adaptive locomotion. We investigate
three types of locomotion, biped, quadruped, and snake-like
and developed robots. In 2006, we have realized Walking speed
control by tuning tonus, jumping and running experiments
of a biped robot, Oscillator-controlled Bipedal Walk with
Pneumatic Actuators, adaptive running of a quadruped robot,
and construction of a snake-like robot mimicking musclo-
skeletro system of snakes.

I. INTRODUCTION

The research program entitled Emergence of Adaptive
Motor Function through Interaction between Body, Brain,
and Environment - Understanding of Mobiligence by Con-
structive Approach - started in 2005, as a MEXT Grant-in-
Aid for Scientific Research on Priority Areas. One of the
main goals of the project is to find a principle of emergence
of adaptive locomotion. To approach the issue from the
constructivist viewpoint, our research group B–3 aims to
develop locomotive agents with various modalities based on
dynamic interaction between body, control and environment.

In 2006, we have realized Walking speed control by tuning
tonus, jumping and running experiments of a biped robot,
Oscillator-controlled Bipedal Walk with Pneumatic Actua-
tors, adaptive running of a quadruped robot, and construction
of a snake-like robot mimicking musclo-skeletro system of
snakes.

II. WALKING SPEED CONTROL BY TUNING TONUS

When a biped robot is controlled by electric motors, its
speed is determined by the given desired trajectory of each
joint. However, in human walking, walking speed is emerged
by the interaction between body, control, and environment.
Especially, the body tonus plays a great role to change the
speed. Emergence of walking by such interaction between
the body tonus and the environment is supposed be a key
issue for realizing adaptive walking.

In this section, experimental results of a biped robot driven
by pneumatic actuators (Fig.1) demonstrate that it can change
the walking velocity by regulating the tonus of the joints.

The valve operation for walking is shown in Fig.2. After
the touch information of a foot, the agonistic actuator is
supplied with the compressed air for Ts[s], and then, the
valve is closed. Whereas, the antagonistic actuator is expelled

Fig. 1. A biped robot driven by agonistic and antagonistic pneumatic
actuators

for Te[s], and then, the valve is closed. The relation between
the walking speed and the control parameters Ts and Te is
shown in Fig.3. Te has a strong relation with the tonus of
the hip joint. From Fig.3, the walking speed increases when
the joint tonus is high.

III. JUMPING AND RUNNING EXPERIMENTS OF A BIPED

ROBOT

An antagonistic muscle mechanism that can regulate the
joint compliance contributes enormously to human dynamic
locomotion. The antagonism is supposed to be a key to
realize more than one locomotion mode. In this paper,
we demonstrate how antagonistic pneumatic actuators are
utilized for three dynamic locomotion modes of a biped
robot, walking, jumping, and running.

To demonstrate the effectiveness, a biped robot is built
by utilizing McKibben pneumatic actuators (Fig.4). Since
we intend to utilize the dynamics of the robot, we adopt
simple feedforward manner valve operation initiated by touch
information for each locomotion mode. Then, we mainly
investigate the relation between the joint compliance realized
by the antagonistic drive and the resultant behavior.
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Fig. 2. Valve operation for walking with a compliant hip joint
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Fig. 3. Relationship between supply duration of agonistic hip actuator Ts,
expel duration of antagonistic hip actuator Te, and walking velocity

IV. OSCILLATOR-CONTROLLED BIPEDAL WALK WITH

PNEUMATIC ACTUATORS

Bipedal locomotion has two essential stages in leg mo-
tions. One is swinging stage and the other is supporting
stage. In the swing stage, the actuator forces are relaxed;
stiffness of the joints decreases and becomes passive. When
in the supporting stage, stiffness of the joints increases due
to generated forces of the antagonistic pair of actuators. By
controlling and tuning the stiffness of the joints through the
balanced adjustment of the generated force of such pair of
actuators, it is expected that the robot obtains adaptability to
variances of the environment or of physical properties of the
ground surface.

This section deals with development of oscillator con-
troller for the bipedal robot with antagonistic pairs of pneu-
matic actuators. In the proposed controller, nonlinear oscilla-
tors are assigned for each joint. Periodic motions of the legs
are switched between swinging stage and supporting stage
according to the phase of oscillators. Oscillators compose
network architecture and have mutual interactions to each
other. These oscillators receive touch sensor signals at the
end of the legs when the end of the leg touches the ground
as feedback signals. At the contact moment of the leg,

Fig. 4. A biped robot driven by agonistic and antagonistic pneumatic
actuators for running and jumping

Fig. 5. Jumping experiment: the flight time and height were 270[ms] and
120[mm], respectively. Air pressure was 0.6[MPa]. The robot could jump
several times.

the oscillator phase is reset, and swinging stage is forced
to change to supporting stage. These dynamic interactions
make mutual entrainments between oscillators and compose
a steady limit cycle of the total periodic dynamics of the
bipedal locomotion.

A. Control Architecture

The controller has a nonlinear oscillator network with
individual oscillators assigned to joints. The antagonistic
pairs of pneumatic actuators are driven by timing signals as
functions of the oscillator phases. The contact sensor signals
are feedback for the oscillator network. These dynamic
interactions cause the entrainment and generate a stable limit
cycle for locomotion. With the oscillator phase defined as
φ

(k)
m , the oscillator network can be expressed in the following

equations;

zk
m = exp (jφ(k)

m ) (1)

φ̇(k)
m = ω + K(φ(l)

m − φ(k)
m − γlk) + δ(φAk − φ(k)

m )(2)

γ12 = γ21 = π (3)

T (k)
mn = F (φ(k)

m ) (4)

Fig.7 shows the results of the numerical simulation and
indicates walking cycle time. We found that the system
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Fig. 6. Running experiment: the flight time and speed were 0.12[s] and
1.13[m/s], respectively. Air pressure was 0.6[MPa]. It could run 5 steps at
most.

Fig. 7. Walking cycle of a CPG driven biped robot

reached a stable limit cycle and achieved steady locomotion
with the proposed control system. Fig.8 shows the actual
cycle times when the nominal time periods for the oscillators
are changed during locomotion. These results show that the
system can continue stable locomotion over various lengths
of time. This means the system has a considerably wide basin
of attraction for limit cycle.

V. ADAPTIVE RUNNING OF A QUADRUPED ROBOT

We tried the design and stability analysis of a sim-
ple quadruped running controller that could autonomously
generate steady running of a quadruped with good energy

Fig. 8. Basin of attraction of walking cycle of a CPG driven biped robot

efficiency and suppress such disturbances as irregularities of
terrain. In this study, we first considered the fixed point of
quasi-passive running based on a sagittal plane model of a
quadruped robot. Next, we regarded friction and collision as
disturbances around the fixed point of quasi-passive running,
and proposed an original control method to suppress these
disturbances.

A. Motion Generation and Control

1) Rhythm Generator: We define the phase of each leg
in the nth step φl as expressed by Eq.(5). The timing for
each leg to switch between the stance and swing phase is:
φl > 0:swing phase, φl ≤ 0:stance phase.

φl = sin(ωl [n]t + ψl) + φ0l , ωl [n] =
2π

Tl [n]
(5)

where Tl[n] and ωl[n] are the cyclic period and the angular
frequency of the leg l in the nth step, respectively. The initial
phase ψl is defined for the generation of the gait1. The offset
φ0l determines the duty factor. Tl[n] is calculated by using
the Delayed Feedback Control (DFC) method described in
Section V-A.3.

2) Torque Generator: Depending on the leg phase φl gen-
erated by the rhythm generator, following different control
actions are assigned.

• In the swing phase (φl > 0), the PD control expressed
by Eq.(6) is performed.

τl(t) = −Kp(γl − γtd
l ) − Kdγ̇l (6)

• In the stance phase (φl ≤ 0), constant torque τ st
l [n]

of the hip joint in each leg is output, as expressed by
Eq.(7).

τl(t) = τ st
l [n] (7)

In the control action of the swing phase, γtd
l is the touchdown

angle corresponding with the fixed point. Kp and Kd are the
gains of PD control. In the control action of the stance phase,
the DFC method described in Section V-A.3 determines
τ st
l [n].

3) DFC Using Stance Phase Period: We use the following
definitions to express the state variables (x) and the measured
variables (y) of discrete dynamical system.

x[n] = [Tf [n], Th[n], τf [n], τh[n]]T (8)

y[n] = [tst
f [n], tst

h [n]]T (9)

where tst
l [n] represents the nth stance phase period measured

by a contact sensor. We use this stance phase period to
propose the following DFC methods.

Tl[n + 1] = Tl[n] − KDF ·T (tst
l [n] − tst

l [n − 1]) (10)

τ st
l [n + 1] = τ st

l [n] − δ(l)KDF ·τ (tst
l [n] − tst

l [n − 1])
(11)

δ(l) =
{ −1, l = f : foreleg

1, l = h : hindleg

1The bounding gait: ψf = 0, ψh = π and the pronking gait: ψf = π,
ψh = π, where 0 and π mean that the leg begins to move from the swing
phase and stance phase, respectively.
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Fig. 9. Quadruped robot: Rush. The size is 30 (cm) in length and 20 (cm)
in width. The height of leg is 20 (cm). The total weight is 4.3 (Kg).

Fig. 10. Snapshots of Rush running over a step in the bounding gait.

where KDF ·T and KDF ·τ are DFC gains. Eq.(10) and
Eq.(11) are used to calculate the cyclic period of the leg
phase and hip joint torque of the next stance phase, respec-
tively. KDF ·T and KDF ·τ are determined by trial and error
in simulations and experiments.

The effectiveness of the proposed control method was
validated by simulations.

B. Experiments

We developed a quadruped robot; Rush (Fig.9). Each leg
of Rush has two rotational joints (i.e. hip and knee) and a
contact sensor at the toe. At this moment, Rush is not power
autonomous, and a rate gyro sensor is not equipped. A DC
motor of 27.5 (W) power with 19 reduction ratio is equipped
at hip joint. Knee joint is passive.

We applied the control method above described to Rush.
The control parameters and the initial values of the DFC
method used in the experiment were same with those in the
simulation. Rush successfully shifted from the standing to
the steady running. Rush autonomously run over a step 2cm
in height while just using contact sensor information. The
snapshots of running are shown in Fig.10.

At low and medium speeds, the rhythm generator was
dominant and it was possible to realize the generation of the
bounding gait from the standing and the energy accumulation
by the mutual entrainment. At high-speed running, the role
of the rhythm generator became small since the spring mech-
anism mostly generated the rhythm of the steady running.

VI. CONSTRUCTION OF A SNAKE-LIKE ROBOT

MIMICKING MUSCLO-SKELETRO SYSTEM OF SNAKES

Snakes have long cord-shaped body and propel by winding
its body to generate mechanical interaction with the environ-
ment (friction and pressure between abdomen or side of the

Fig. 11. A Snake robot prototype driven by pneumatic actuators

body and the environment). This locomotion is essentially
different from other legged animals. Based on this type
of locomotion, living snakes exhibit highly adaptive behav-
iors in diverse environments such as rough ground, water,
mud, sand, or tree branches. By investigating mobiligence
of snakes underlying such adaptability, information about
dependencies of intelligence to locomotion types can be
obtained.

In this fiscal year, as a first-step to throw light on mo-
biligence in snakes, firstly we are developing a new snake-
like robot with flexible body structure based on anatomy and
bio-mechanics on snakes. Additionally, we modeled central
pattern generator (CPG), that is expected to exist in spinal
cord of snakes and governing lower control of rhythmical
locomotion (such as meandering), and constructing a neural
controller adaptable to environmental changes using infor-
mation about mechanical interaction with the environment.

A. Construction of a snake-like robot mimicking musclo-
skeletro system of snakes

In order to construct a mechanical model reproducing
flexible body of snakes, instead of electrical motors that are
usually used for robots, we use AirMuscle (Hitachi Medical
Corp.), a pneumatic actuator that has viscoelasticity. We
designed a snake-like robot that has AirMuscle actuators
on ventral, dorsal and both sides to mimic musculo-skeletro
structure of real snakes (Fig.11).

B. Construction of adaptive neural controllers

Snakes can flexibly adapt its locomotion to surrounding
situations. One our main purpose is to investigate biological
principle to realize this ability. In this fiscal year, as a basis
for this purpose, we constructed a neural model to realize
adaptation of meandering locomotion to changing ground
friction. We use two CPG models (Ekeberg’s model that is
obtained from physiology on lamprey and Matsuoka’s model
constructed based on engineering.
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Abstrasts－Regulation of muscular tonus in the brainstem is 
under the control of the hypothalamus and basal ganglia. The 
experiment was performed to show that (1) the cholinergic 
neurons in the muscular tonus inhibitory system (pedunculo- 
pontine tegmental nucleus :PPN) were activated directly by 
orexin when it was applied in the vicinity of the neurons, while 
they were inhibited when orexin was applied to wider area 
around the neurons. (2) the cholinergic neurons in the PPN were 
under the tonic inhibition from the GABAergic neurons . (3) 
orexin applied into the PPN induced GABA release in the PPN. 
orexinergic projection from the hypothalamus activates the 
GABAergic neuronjs in the basal ganglia or brainstem, then 
inhibits the muscular tonus inhibitory system.  These results 
suggest that the GABAergic neurons in the basal ganglia or the 
brainstem mediate the orexinergic influences from the 
hypothalamus and by inhibiting the muscular inhibitory system,  
contribute to maintain the muscular tonus. 
 

I. INTRODUCTION 
 

HE regulation of muscular tonus that underlies loco- 
motion or other movements is made cooperative 
interaction of muscular tonus regulation system and 

locomotion system. As is shown in Figure 1, muscular tonus 
is maintained or facilitated by the noradrenergic (NA) 
neurons in the locus coeruleus (LC), serotonergic (5HT) 
neurons in the raphe magnus (RM), while muscular 
relaxation is induced by the cholinergic neurons in the 
pedunculopontine tegmental nucleus (PPN).  The output of 
the PPN cholinergic neurons, mediating the reticulo-spinal 
tgract, suppresses the motoneurons in the spinal cord, then 
reduces muscular tonus. The glutaminergic neurons in the 
bidbrain locomotion inducing region (MLR) have a crucial 
role in inducing locomotion pattern[1]. 
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The muscular tonus regulatory system receives descending 
influences from the hypothalamus and basal ganglia[2]. For 
example, when the orexinergic afferents from the 
hypothalamus is in deficient, sudden attack of muscular tonus 
disappearance (cataplexy) is induced by emotional stimuli 
such as food, fear or laughing. Cataplexy is one of the 
characteristic symptoms of narcolepsy, a serious sleep 
disorder[3,4]．Using decerebrated cats, we examined the influence 
of orexin on the muscular tonus regulatory system in the brainstem, 
and proposed the hypothesis as shown in Figure 2 [5], that is,  
 

 
 
 
 
 
The orexinergic neurons in the hypothalamus (LHA)  
(1) activate the MLR and induce locomotion, (2) inhibit the 
muscular tonus inhibitory system in the brainstem (PPN) 
through the GABAergic neurons in the substantia nigra pars 
reticulata (SNr) or the PPN, leading to increase in muscular 

Yoshimasa Koyama, Kazumi Takahashi and Tohru Kodama 

Hypothalamic regulation of muscular tonus  

-Involvement of GABAergic neurons- 

T 

Fig. 1 Muscular tonus regulation system in the brainstem  

Fig. 2 Schematic diagram of muscular tonus regulation through the 
hypothalamus-basal ganglia- brainstem. Upper, normal animals; 
lower, orexin deficient anilams. See text for abbreviations.   
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tonus. (3) Finally, in normal animals, emotional stimuli 
including food or fear induce locomotion by activating the 
orexinergic system in the hypothalamus, but the muscular 
tonus regulating system in the brainstem, receiving inhibition 
from the orexinergic system, is not activated, then muscular 
atonia does not occur.   On the other hand, when the 
orexinergic system is in deficiency (in narcoleptic state), 
inhibition on the muscular tonus inhibitory system does not 
work, the emotional stimuli preferentially activate the PPN, 
then cataplexy occurs. 
To verify this hypothesis, Infkluences of GABAergic system 
on the muscular tonus regulating system in the brainstem 
were examined in the following experiments. 
 

1. Inhibitory influence of orexin on the brainstem 
cholinergic neurons 

 
It is well kwon that orexin affects excitatory on almost all 

of the neurons[6]. It has also been reported that the brainstem 
cholinergic neurons are excited by orexin [7,8]．However, the 
results obtained in our experiment are not consistent with 
these repor[4]t. Since orexin augments muscular tonus, the 
brainstem cholinergic neurons are supposed to be inhibited. 
To solve this discrepancy, effects of orexin applied by two 
different ways were compared. 

 
METHODS 

 
Urethane anethsetized rats were fixed to the stereotaxic 

apparatus, and single neuronal activity was recorded through  
a glass pipette microelectrode. Orexin was applied by the 
following two ways and effect on the neuronal activity was 
examined (Fig. 3). 
(1) To examine the direct effect of orexin, orexin was applied 
to the vicinity of the recorded neurons. 
(2) To detect the indirect effect of orexin, large amount was 
applied far away from the neurons.  
In case of (1), multibarreled glass pipette with a diameter of 
less than 5 μm was glued to the recording electrode. The 
recording tip was  extruded 20 μm from the multibarrel. In 
case of (2), single glass pipette with a diameter of 50μm was 
used for orexin application. This was glued to the recording 
electrode separated from the recording tip about 100μm .   
 

 
 
 

」 
 
 
 
 
 
 
 
 
 

RESULTS 
 

Figure 4 shows the effect of orexin applied by the method (1). 
After orexin application, a slow and slight increase of firing 
rate was observed. The effect was dependent on the amount 
of pressure used for application; by the maximum pressure 
(40 psi) the excitatory effect continued for more than 2 
minutes.  The long lasing excitation such as shown in Figure 
4 was observed in 6 among 8 cholinergic neurons. The 
remaining two was not affected and no inhibitory response 
was observed.       
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 When orexin was applied far away from the recording 
neuron by the method (2), no excitatory response was 
observed, instead about 2 minutes after the application, the 
neuronal firing gradually decreased and the inhibition 
lasted for more than 10 minutes (Fig. 5A).  When the 
electrode was advanced by oil drive manipulator, the same 
amount of orexin induced remarkable excitation with a 
latency of several seconds, then the long lasting inhibition 
followed (Fig. 5B).      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  Experimental set up to examine the effect of orexin on the 
brainstem cholinergic neurons 

Fig. 4.   Response of the brainstem cholinergic neurons to orexin applied 
in the close vicinity of it. OrexinA (OxA)  was applied by pressure at the 
period of vertical bar. Numbers indicate pressure (psi) used for 
application of orexin. EEG, electroencephalogram; spike, action 
potentials; rate, firing rate of the neuron

Fig. 5.   Effect of orexin when large amount was applied around the recorded 
neuron. A, Inhibitory effect of orexin. B, Excitatory effect of orexin when the 
electrode was approached to the neuron.  
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 These results suggest that orexin applied by the method (1) 

affect directly on the recorded neuron, while when orexin was 
applied by the method (2), it diffused to the surroundings of 
the recorded neuron, and excites the inhibitory interneurons 
locating around the recorded neuron, then exerts indirect 
inhibitory influence on the recorded neuron. It has been 
reported that large amount of GABAergic neurons are 
locating around they PPN[9], and that the orexinergic 
neurons in the hypothalamus project widely to the various 
brain areas, including the PPN and its surrounding 
area[10,11]. It is highly probable that, in vivo, the orexinergic 
neurons excite the GABAergic neurons around the PPN. 

2. Tonic GABAergic inhibition on the brainstem 
cholinergic neurons 

 
The orexinergic neurons are most active during waking 

and become less active or silent during sleep[12] . The 
cholinergic neurons in the PPN are most active during REM 
sleep and are deeply involved in induction of muscular 
atonia during REM sleep. During waking they become 
silent and contribute to maintain muscular tonus[13-15]. If 
the GABAergic neurons are influenced by the orexinergic 
neurons and affect on the cholinergic PPN neurons, the 
effect would result in suppression of the firing during 
waking. So, in the next experiment was performed  to check 
whether the cholinergic neurons ion the PPN receive 
GABAergic inhibition during waking. 

 
 

METHODS 
 

Unanesthetized rats were fixed painlessly to the stereotaxic 
instrument using an acrylic plate mounted on the head of the 
animals. Under this condition, the rats showed normal 
sleep-waking cycles. Using a multibarreled electrode as 
shown in Figure 3A, the neuronal activity was recorded and 
drugs were applied iontophretically. 

 
RESULTS 

 
As is shown in Figure 6, this neuron shows almost no firing 

during waking. Since the firing increase during REM sleep, 
this neuron are considered to be involved in muscular atonia 
during REM sleep. When bicuculline (GABAA antagonist) 
was applied by current of 80 nA during waking, the neuron, 
which was silent, started to discharge even during waking.  
This indicates that the cholinergic PPN neurons receive tonic 
inhibitory influence during waking from the GABAergic 
neurons.   
 

 
 
 
 
 
 

3. Release of GABA in the PPN induced by orexin 
 

If the orexinergic neurons modulates the activity of 
GABAergic neurons, GABA release in the PPN would be 
modulated by orexin. To assess this assumption, GABA 
release in the PPN was measured using microdialysis 
technique. 

 
METHODS 

 
After one week of operation for implanting a guide tube, 

microdialysis probe was inserted through the guide tube to 
the PPN (Fig. 7). Three hours after the implantation, sampling 
under freely moving condition was performed every 10 
minutes. After one hour of control sampling, orexin A(1 mM, 
0.25 μl) was applied through the injection cannula which 
was glued to the microdialysis probe. GABA content in the 
dialysates were measured using high power liquid 
chromatography (HPLC) method. 
 

 
Fig. 7.  Experimental diagram for the measurement of GABA and injection of 
orexin. Location of the probe is shown on the side view of the brain. 

 
RESULTS 

 
As is shown in Figure 8, after the injection of orexin to the 
PPN, GABA release in the PPN increased about 40 % from 
the baseline at the first 10 minutes period. From the next 10 
minutes period (10 to 20 minutes after the injection) to the 
fourth 10 minutes period (30 to 40 minutes after the 
injection), GABA release significantly increased (p<0.05) 
when compared with the control group to which artificial 

Fig. 6.  Effect of bicuculline (Bic) on the cholinergic PPN neuron. Bic was 
applied during silent period (waking). Numbers indicate the current (nA) to 
eject the drugs. The neuron activity was inhibited by carbachol (Carb),  
which is a nature of the cholinergic neurons.  
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cerebrospinal fluid (ACSF) was injected.  When orexin 
was injected to the reticular formation posterior to the PPN, 
increase of GABA release was not detected. Release of 
glutamate measured in the same dialysate did not increase 
after the injection. The result indicates that the orexinergic 
afferents to the PPN increase the release of GABA in the 
PPN.   

 
 
 
 
 
 
 
 
  

SUMMARY AND FUTURE WORK 
 
 The present study demonstrates the GABAergic influences 
on the brainstem cholinergic neurons that is involved in 
regulation of muscular tonus. In normal animals, through this 
GABAergic inhibition, the orexinergic neurons suppress the 
muscular tonus inhibitory system, then work to maintain 
muscular tonus, make it possible to induce locomotion when 
the animals receive emotional stimuli. In orexin deficiency 
(narcoleptic) state, lack of activation of the GABAergic 
neurons results in induction of emotion-induced muscular 
atonia (cataplexy). The orexinergic system is a neural 
substrate that induces an appropriate behavior when the 
animals respond to a variety of stimuli in the environment. 
The future work has to elucidate how the emotional stimuli 
affect on the muscular tonus regulation system including the 
hypothalamus, basal ganglia and brainstem. 
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Fig. 8. GABA release in the PPN when orexin was injected to the PPN.   
The value measured one hour before the orexin injection was indicated 
as 100 % (pre).  Asterisks (*) indicate statistical significance (p<0.05) 
between orexin injected group (Orexin) and control group (Cont.) 
obtained by t-test.      
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Abstract—  The goal of this research project is to elucidate the 
brain adaptation function in rat-machine fusion systems. To 
achieve this goal, we have developed fundamental techniques. 
These techniques include A) a method for improving the 
accuracy of walking parameters estimated using neural signals 
measured in the primary motor cortexes of rats, and B) 
elemental techniques for long-term stable neural recording 
using devices such as B-1) an electrode array, B-2) a flexible 
neural probe with micro fluidic channels for injecting medicines 
and B-3) an electrode array with a hydraulic positioning system. 

I. INTRODUCTION 
HE goal of this project is to elucidate the ability of the 
brain (specifically the motor center) to adapt to a variable 

body environment by using a rat-machine fusion system in 
which the body’s environmental conditions are changeable. 
We plan to construct a "rat car" vehicle system in which the 
car is controlled by neural signals in the motor cortexes of rats. 
The system allows us to change the relationship between the 
motor command signals and the effectors (muscles or the 
vehicle) arbitrarily. By using multi-recordings of neural 
signals together with injections of certain medicines into the 
system, we plan to elucidate the brain property mentioned 
above.  
  This year, we have been engaged in developing fundamental 
techniques to achieve this goal. The techniques includes A) a 
method for improving the accuracy of walking parameters, 
such as speed, estimated using the neural signals measured in 
the primary motor cortexes of rats, and B) elemental 
techniques for long-term stable neural recording such as B-1) 
a tungsten multi-electrode array, B-2) a flexible neural probe 
integrated with micro fluidic channels for injecting medicines 
such as Neural Growth Factor and B-3) an electrode array 
with a hydraulic positioning system. 

II. RESULTS 
A) Rat-car system 

We have developed a BMI in the form of a small vehicle, 
which we call the ‘RatCar’. A unique point of our RatCar 
system is that a neural signal source (i.e., a rat) is mounted on 
the vehicle body and the two components move around as a 
unit. The rat is therefore provided with somatosensory 
feedback as the vehicle moves. This enables the rat to realize 
that its desire to move has been satisfied through the vehicle 
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movement. We expect this condition to increase the ability of 
the rat to adapt to the system. Our ultimate goat is to illude the 
rat into recognizing the vehicle as corresponding to its own 
original limbs, and this will enable use of the RatCar as a 
platform for future neuroscience research. In addition, the 
movement of the vehicle system causes electromagnetic noise 
and artifacts in the recorded signals, an inevitable problem for 
real applications in hospitals and day to day society. The 
development of the RatCar system will help us investigate 
and solve these problems. Here, we focus on basic control of 
the vehicle movements. We previously built a linear model 
based on a least squares error approach to estimate the 
locomotion speed. We have expanded this model to estimate 
a more generalized locomotion state which includes the speed 
and changes of directions of a rat’s movements. We 
compared these estimated values to the actual recorded ones, 
and attempted to control the vehicle. 
METHODS 

A flow diagram of the RatCar system is shown in Fig.1. 
First, neural signals are recorded by neural electrodes 
implanted in the motor cortices of the rat’s brain. These are 
amplified, filtered, and transferred to the A/D converter. Next, 
neural spikes are detected from the raw signals. A simple 
template matching technique is used to reduce noises and 
artifacts. In principle, this part of the system corresponds to 
the neurons which generated the spike waveform. Finally, the 
locomotion speed and changes in direction are estimated from 
the firing rates of spikes in each category. 
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Fig. 1. Flow diagram of the RatCar system 
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Signal Recording 
We determined the coordinates of the recording sites 

according to a stereotaxic atlas of the rat brain and functional 
localization maps. The areas corresponding to the forelimbs 
and the trunk in the primary motor cortices and the nearby 
premotor cortices were selected to represent the body 
movement during locomotion. Next, we fabricated and 
implanted bundled electrodes consisting of tungsten wires to 
record signals in the areas described above. Each wire was 
40um in diameter and coated with Parylene-C polymer. Its tip 
was cut off to gain 50 to 100 [kohm] in impedance, which 
enabled us to simultaneously record the activities of several 
neurons around each electrode. The electrodes were tightly 
fixed on the skull using a resin adhesive and screws cut into 
the brain. Through the electrodes, the electrical potentials 
between any two wires were differentially recorded. The 
signals obtained from the electrodes were amplified by 
10,000 times voltage, filtered through 500 Hz to 3kHz (Nihon 
Koden MEG-6116), and transmitted to an A/D converter 
(National Instruments PCI-6071E) installed in a computer. 
The acquisition rate was 10 kHz for each channel.  
Spikes Detection and Discrimination 

We applied template matching to the signals acquired in 
the computer to reduce noise and artifacts. We then detected 
spike waveforms at the peak amplitudes (i.e., a relative 
maximum or minimum). 

We applied a Gaussian-mixture model (GMM) to the 
distribution of spike heights, assuming that spikes having 
similar peak amplitudes originated from the same neuron. 
The parameters for the Gaussian-mixture were estimated by 
the expectation-maximization (EM) algorithm while a 
number of Gaussians were empirically determined. Linear 
Model for Locomotion Estimation 

The muscle activity of the body is expected to change 
during locomotion. This suggests that variation in the 
neuronal firing rate will be either positively or negatively 
correlated to the walking speed. Consequently, we assumed a 
model, 

 
where the values of an are the contribution factors of neuron n 
having a firing rate of xn at time t to the locomotion state v. 
This is the simplest representation describing the 
correspondence between neural activity and actual 
movements. 

This linear model can be described in matrix form as, 

 
where vector A = (a1, a2, . . . , ai, . . . , an)T for the 

contribution factors, matrix X = (xk,i) = (xi(t = tk)) 
representing the firing rate of each neuron at each time t, and 
estimated speed vector .V = (.v(t = t1), . . . , .v(t = tK))T at each 
time t. Therefore, vector A can be estimated by minimizing 
the square error of the actual walking speed V as follows: 

 
For all of these procedures, we used the same channels on 

the same rat for each trial, but the period of time for the 
estimation differed from that used to calculate weights (i.e., 
an open dataset). 

1) Forward Speed: We used an animal exercising wheel 
(Fig. 2) to observe the locomotion speed of a rat as in our 
previous work . The rat walked without interruption inside 
the wheel and an encoder attached to the wheel recorded its 
rotation speed. Neural signals were simultaneously recorded 
and a firing rate for each neuron was calculated every 100 ms. 

2) Changes in Direction: To find the correspondence 
between neural spikes and changes in direction during 
locomotion, we built a Y-branch passage for a rat to walk 

 
Fig. 2. A rat in exercise wheel. The wheel was supported 
by bearings that allowed it to rotate freely in both 
directions. The neural signal of the rat and the rotation 
speed of the wheel were simultaneously recorded while 
the rat walked inside of the wheel. 

 
Fig. 3. A rat in a Y-branch passage. A rat was released at 
one end of the passage (left side of the figure) and guided 
to walk through one of the branches. Neural signals were 
recorded for 1 s before a rat passed over the detector 
installed at the entrance of each branch. 
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through (Fig. 3). 
While a rat was guided to walk through one of the branches 

(left or right), neural signals were recorded for 1 s before the 
rat stepped on the detector at the start of each branch. We then 
assigned a value of -1 or 1 to the locomotion state to specify 
the weights for a rat walking into either the left or right 
passage. 

We attempted to discriminate which side (left or right) that 
a rat went to and calculated the sequence of locomotion state 
values every 100 ms to investigate their variation. 
Vehicle Control 

According to the estimated locomotion speed and changes 
in direction, the vehicle was controlled to trace the actual 
movement of a rat. The vehicle had two DC motors connected 
to the driving wheels. These were controlled by pulse-width 
modulated (PWM) signals generated by a D/A converter 
(National Instruments PCI-6071E) attached to the personal 
computer. 
RESULTS 
Forward Speed 

Fig. 4 shows the estimated locomotion speed (gray) and the 
actually recorded locomotion speed (black) during a trial. 
These were coincident with each other. The mean square 

error for this trial was 0.032 and the correlation coefficient 
was 0.965. 
Changes in Direction 

Fig. 5 shows the estimated locomotion state values for 
left-turning and right-turning. Although these values are far 
from the desired values (1 or -1) especially for left-turning, 
the values tended to be discriminated for most trials. Fig. 6 
shows the estimated locomotion state values for every 100 ms. 
These values differed remarkably between trials. Some trials 
showed large shifts towards extreme values, although the 
overall value tended to be localized around zero.  
DISCUSSION 
Neural Measurement 

Our electrodes were redesigned to have a smaller diameter 
(50 [µm]) than in previous experiments to reduce 
invasiveness when they penetrated the brain. The possibility 
of recording from more channels was increased to the degree 
that some neurons could be clearly recorded even after 
several months. However, many channels became disabled 
soon after the implant. The reasons for this are still unclear 
and histological investigation around the electrodes will be 
needed. 

We implanted electrodes in the primary motor and 
premotor cortices to read the intention of a rat regarding 

 
Fig. 4. Actual (black) and estimated (gray) walking speed 
of a rat 

 
Fig. 5. Estimated direction values, which should be -1 for 
left and 1 for right 

 
Fig. 6. Estimated direction values for each 100 (ms) as a 
rat walked toward the detectors. The upper and lower 
figures are for trials where a rat walked respectively to 
the left or to the right. The times on the x-axis indicate the 
remaining time until a rat stepped on either detector. 
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locomotion. The implanted areas were determined based on 
previous studies, but the position control was not accurate 
because of individual differences and obstacles such as blood 
vessels. In addition, we could record obvious neural signals 
from all recording regions for only a few of the rats. These 
problems prevented us from comparing the properties of each 
area and from finding the busy recording sites to estimate the 
locomotion states. We need to develop a system which is 
more robust with regard to individual differences and 
recording sites, and we may have to increase the number of 
trials. 
 Signal Processing and Estimation 

In this work, we implemented an automatic spike 
discrimination method based on GMM and the EM algorithm. 
This method suppressed the influence of the manual 
configuration of parameters, and increased the reliability of 
the results. However, there are some parameters that an 
experimenter still has to set empirically: the initial GMM 
condition, the selection of reliable neurons, etc. In the future, 
these should also be automatically determined to enable more 
reliable results. 

While the results from estimation of the locomotion speeds 
showed the ability of the simplified linear model to work as 
an intention translator, the results for changes in direction 
included large errors and variances. Some large errors were 
caused by calculation inaccuracy due to attempts to divide be 
zero or to zero determinants of matrices. The introduction of a 
more reliable calculation technique and the automatic 
elimination of ill-natured signals (e.g., those having no 
correlation to the locomotion or that are too uniform) in 
advance will be effective measures to prevent such errors. 

Our current locomotion state estimator depends only on the 
adjacent firing rates. The use of temporal changes in the firing 
rates may increase the estimation accuracy. In particular, we 
need to reduce the excessive variation in the estimated values 
which was caused by neural activity unrelated to locomotion. 
This can be done by using a finite impulse response (FIR) 
filter (e.g., the AR model) or infinite impulse response (IIR) 
filters (e.g., Kalman filters). 
Vehicle Control  
Some rats tended to stop moving when left in the wheel or 

on the Y-branch passages used to record the locomotion 
states. This reduced the number of samples and the recorded 
neural firings were useless in these cases. Advance selection 
of rats more likely to move or the application of methods to 
motivate a rat to walk is needed. Possible methods include 
stimulation methods using electrical stimulus, flashing lights, 
or sounds, and feeding techniques. So far, we have developed 
methods for independently estimating locomotion speed and 
changes in direction. Therefore, although the rat’s intention 
was unconfirmed when we attempted to move vehicle using 
the neural signals of a rat mounted on it, the vehicle did 
actually move. In future, we will apply an event recorder 
system using video cameras to monitor the intention while a 
rat is freely moving. 

The RatCar system consists of a vehicle controlled by the 
neural signals from the motor cortices of a rat, and we have 
estimated the rat’s walking speed and changes in direction 
from these signals. Stronger correlation than in previous 
experiments was achieved between the actual and the 
estimated walking speeds. In addition, an approximate 
discrimination of changes in direction was achieved. Those 
results made it possible to realize some control of the vehicle.  

A relatively large degree of error still remains, though, 
especially in the estimation of changes in direction. An 
improved method to determine the implanting positions and a 
better model for estimating locomotion states will need to 
reduce errors. 
 
B) Elemental techniques for long-term stable neural 
recording 

In this study, we focused on optimal electrode alignment 
for brain recording from the motor cortex for Brain-Machine 
Interface (BMI) application. We fabricated multi-electrode 
arrays covering primary motor cortex. The neural signal of 
the rat and its walking speed were simultaneously recorded. 
Estimation of the walking speed was conducted from neural 
signals using four different recording sites and evaluated 
anterior electrodes group and posterior electrodes group 
provided a good estimation, on the other hand two electrode 
groups around the center gave a bad estimation however it 
was possible to record neural signals. These result therefore 
suggested improving estimation using the electrodes which 
concentrated on the both sides. 

 

 
Fig. 7. Tungsten multi-electrode array 

III. CONCLUSION 
We report the results, up to this point, of this project such as 

A) an improvement in the accuracy of walking parameters 
estimated from the neural signals measured in the primary 
motor cortex of rats, and B) elemental techniques for 
long-term stable neural recording such as B-1) an electrode 
array, B-2) a flexible neural probe with micro fluidic channels 
for injecting medicines and B-3) an electrode array with a 
hydraulic positioning system. By using these fundamental 
techniques we are going to invest in a study of the ability 
function of the brain next year as scheduled. 
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Abstract —  The present study is detecting, with  
multineuronal recording and brain-machine interfaces 
(BMI), how body movements are involved in neural coding 
in the brain. In the present year, we have established 
behavioral learning tasks for rats and have developed a 
BMI system. We report here that neuronal activity was 
remarkably changing when the brain was working  with 
the BMI and sharp synchrony of firing among closely 
neighboring neurons was valid for neuronal coding.   

I．INTRODUCTION

  Recognition and detection of valid information in 

the environments are  must for animals to behave 

adaptively, that necessarily require neural coding 

in the brain. Recent neuroscience studies have 

suggested that the essential feature of neural 

coding is highly dynamic and distributed 

information processing by activity of functional 

neuron groups, as the famous psychologist 

D.O.Hebb suggested. However, as the other famous 

psychologist J.J.Gibson indicated, recognition and 

detection of valid information need action to and 

interaction with the environments of much 

information. This suggests that real features of 

neuronal coding could be experimentally uncovered 

by investigating how body movements are involved 

in neural activity of coding in the working brain of 

behaving animals.

Ⅱ．PURPOSE

  The present study is detecting, with  

multineuronal recording and brain-machine 

interfaces (BMI), how body movements are 

involved in neural coding in the brain.  For that, we  

establish behavioral learning tasks for rats and 

develope a BMI system with long-term 

multineuronal recording. The main brain regions 

are hippocampal-cortical systems.  

 

Ⅲ．ORIGINALITY

  The present study rejects the classical 

neuroscience framework, i.e., recognizing the brain 

as a simple device which passively percepts and 

processes incoming information in the 

environments. Instead, we focus on interactions 

between neural coding and body movements and 

aim to experimentally investigate them.  To establish 

the BMI  system for the present study, developing and 

integrating  new  hardwires and software and collaboration 

between psychological behavior experiments and 

neurophysiological recording experiments are required. 

That is surely a new multidisciplinary project 

among different  fields of science. 

Ⅳ．METHODS

   We construct a novel system consisting of 

automatic and real-time spike sorting with 

independent component analysis (ICA) in 

combination with a newly developed 

multi-electrodes for long-term recording from 

multi-sites of the brain.  Then we connect the 

system with appropriate behavioral tasks for rats 

and look for valid neuronal activity and synchrony, 

which can be used as neuronal codes to work the 

BMI system. We especially focus on the firing 

synchrony in the neuronal networks.

Ⅴ．RESULTS

We  developed a task apparatus (Fig. 1) and several 

behavioral tasks, i.e., simple free-response task, 

response with inter-trial interval task, visual 

discrimination task, auditory-location association 

task, right-left alternation task for rats with 

nose-poke reposes. Then we developed an unique 

multi-electrode (dodecatrode) with microdrive (Fig. 

Detection with BMI methods how body movements are 
involved in neural coding in the brain 
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2)  and a real-time spike sorting system  RASICA 

(Real-time and Automatic Sorting with 

Independent Component Analysis) (Fig. 3). The 

RASICA can automatically separate multi-neuronal 

activity recorded with the dodecatrodes and detect 

firing frequency and synchrony of the sorted 

neurons with any parameters for analysis. This 

system has been applied for patents by Kyoto 

University.

 We have constructed the whole system for BMI 

with the RASICA (Fig. 4) and are investigating how 

hippocampal neuronal activity change when the rat 

brain is connected to the BMI system. In a 

preliminary experiment, multi-neuronal activity 

was recorded from the hippocampal CA1 and 10 

single neurons were automatically separated. The 

neuronal code instead of nose-poke behavior is 

certain firing frequency and synchrony in a 40 msec 

time window. The rat soon did not try to access the 

holes for nose-pokes and the neuronal code 

frequently appeared only 30 min after the 

experiment started (Fig. 5).   

Figure 1  Apparatus of behavioral tasks. 
In the operant box located in the center, rats are
trained to perform behavioral tasks.  The
interface box to control the operant box and
other apparatuses is set behind the box.  The
loud speaker and cables with head-amplifiers
are attached near the ceiling. All are in the
sound-proofed shielded box .

Figure 2 Microdrive with
dodecatrodes.
Each dodecatrede consist of
12 microwires and the
microdrive operates each
dodecatrode independently. 

Real-time ICA 

Dodecatrode

Figure 3 A schematic diagram of RASICA system. 
A host computer for the RASICA controls the two A/D
boards and data storage, transmitted from the A/D boards
to the personal computer via the high speed bus, and is
responsible for the real-time spike sorting with ICA (see
Experimental procedures). The data files are written to
backup DVD-RAMs in a DVD drive.  

Multi-neurona

l Activity

Amplifier

 Data Recorder

Code

Signal  

  Spike Sorter 

 Code Detector 

Action Device

R Reward

  Task Apparatus 

  Behaving Animal 

Control Computer

Dodecatrodes

Figure 4 A schematic diagram of the BMI system. 
Thick lines are implicated in the RASICA. 

Dodecatrode
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   In the next task, a guillotine door sometime 

opened to make the response holes for nose-pokes 

available (trial period). Inter-trial intervals 

between the trials were 8 sec during which the 

neuronal codes were not effective. Firing frequency 

and synchrony during the trials soon increased in 

the first day and maintained the level in 4 days of 

sessions but those during the inter-trial intervals 

gradually decreased (Fig. 6). This means that the 

rat's brain gradually learned to regulate te the 

neuronal codes.

 

To make the significance of firing synchrony more 

clearly, we investigated features of firing synchrony 

in the prefrontal cortex of monkeys while they were 

successively performing two tasks in which working 

memory for either stimulus duration or color was 

required (Fig. 7)  with the unique spike-sorting with 

ICA and multi-neuronal recording (Fig. 8). About 

eighty percent of the total pairs of neighboring 

neurons showed precise firing synchrony during the 

performance of the tasks and some of the neuronal 

pairs showed task-dependent synchrony that 

appeared in only one of the tasks (Figs, 9 and 10). 

These results suggest that some closely neighboring 

neurons have dynamic and sharp synchrony to 

make local and functional neuronal groups to 

represent information in the working brain. These 

functional groups have a possibility to be effective 

neuronal codes for BMI.
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Figure 5  Firing frequency and synchrony of
hippocampal CA1 neurons when connected to  BMI.
situation.   The solid line means the firing frequency
and the dotted line means firing synchrony.  
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Figure 6  Firing frequency and synchrony of
hippocampal CA1 neurons when connected to  BMI.
situation in the task with inter-trial intervals.  Blue line
and  brawn line mean firing frequency during the trials
and inter-trial intervals respectively.  Green and orange
lines mean firing synchrony during the trials and
inter-trial intervals respectively.  
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Figure 7    
Two behavioral
tasks  for the
monkeys.    The
first square is a
sample stimulus
and the second
one is a
comparison 
stimulus in each
task. See ref. (4).

Task Ａ

Task Ｂ

Figure 8   Recording methodology and recorded area.
A, Array of tetrodes. B,, Microdrive assembly. C,
Recorded principal sulcus area (red diagonals) . See
ref. (4). 

protector 

microdrive

threaded rod 
tetrode array 

dental cement 
anchor screw 
skul 

75



 
 

ACKNOWLEGEMENTS

  The author thanks Dr. Susumu Takahashi, a 

post-doc researcher of Japan Science and Technology 

Agency, for collaborating for the present research 

project.

REFERENCES

（1） Sakurai, Y. （2007） Search for Representation 
in the Brain．Kyoto University Press，In press．
(In Japanese) 

（2） Sakurai, Y.（ 2007）  How can we detect 
ensemble coding by cell assembly. In 
Funahashi, S. (Ed.). Representation and Brain.
Springer, Tokyo，In press.

（3） Sakurai, Y（2007） Brain-machine interface to 
detect real dynamics of neuronal assemblies in 
the working brain. In Wu, J.L., Ito, K., 
Tobimatsu, S., Nishida, T. & Fukuyama, H. 
(Eds.). Complex Medical Engineering.
pp.407-412, Springer, Tokyo.

（4） Sakurai, Y., and Takahashi, S. （ 2006 ） 
Dynamic synchrony of firing in the monkey 
prefrontal cortex during working memory 
tasks. Journal of Neuroscience, 26, 
10141-10153.

（5） Sakurai, Y.（2006）Muli-neuronal activity and 
brain-machine interface. Seitai No Kagaku,
57(4), 292-297. (In Japanese) 

（6） Sakurai, Y.（2006） Muli-neuronal activity - cell 
assembly - brain-machine interface. Japanese
Journal of Physiological Psychology and 
Psychophysiology, 24(1), 57-67. (In Japanese) 

（7） Koike, Y., Hirose, H., Sakurai, Y. and Iijima, T.
（2006） Prediction of arm trajectory from a 
small number of neuron activities in the 
primary motor cortex. Neuroscience Research,
56, 146-153 

 Pairs of neighboring neurons

    （in  same tetrode）
（distance < 0.1mm) 

 Pairs of distant neurons

   （in adjacent tetrodes）
（distance > 0.5-0.7mm) 

 Total 

 （607 / 787)

   In both
  tasks

 （330 / 787)

In either 

task

（277 / 787) 

 Total 

 （4 / 618) 
 In both
 tasks

 （0 / 618)

In either 

task

（4 / 618) 

  
  

  
  

  
 p

ro
p

o
rt

io
n

s

100

  80 

  60 

  40 

  20 

%

  
  

  
  

  
P

ro
p

o
rt

io
n

s
 

100

  80 

  60 

  40 

  20 

%

Figure 9 An example of difference correlograms from a
pair of neighboring neurons showing dynamic and precise
synchrony. Bin width is 1 msec and the horizontal values
indicate time in milliseconds between -100 and +100. See
ref. (4). 

Figure 10  Proportions of neuronal-pairs showing
precise synchrony. See ref. (4) 
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Abstract—Toward the better understanding of adjustment 

mechanisms of human bipedal gait, we have proposed a 

hypothetical model of its functional neuroanatomy, which 

incorporates both cortico-basal ganglia and basal 

ganglia-brainstem pathways.  To test the feasibility of this 

model, we performed a cerebral blood flow study in patients 

with subcortical vascular encephalopathy with and without 

gait disturbance. A preliminary result supported a role of 

multiple cortical motor areas in maintaining gait.

I. INTRODUCTION

ENESCENCE may be regarded as the process in which 

mobility and intelligence that had been acquired 

through long-term leaning from infancy are gradually being 

lost. Especially, loss of ability to adjust locomotion 

according to the walking environment, or in response to 

perturbations, is a significant problem leading to falling and 

resultant disability in elderly. As the unprecedented aging 

society is rapidly approaching in Japan, strategies must be 

developed to deal with problems of locomotion as well 

cognitive decline, leading causes of disability in elderly 

people. To invent new effective strategies, we must first 

understand accurately the neural mechanisms of locomotor 

adjustment and their interaction with the environment. 

Unfortunately, however, the relevant knowledge is very 

limited and fragmented. 

 A fundamental machinery subserving human gait is 

considered to exist at the level of the brainstem and the 

spinal cord, as does that of quadruped animals. To fit into 

new walking circumstances, however, higher neural 

systems such as the cerebellum, basal ganglia, and cerebral 

cortex are likely to be recruited. This notion is consistent 

with the development of locomotion in each individual. 

From infancy to adolescence, a walking pattern develops 

from unstable and immature toddling to easily adjustable, 

sophisticated adult type. Such evolution of the locomotor 

and postural regulation system seems to parallel with the 

maturation of the cerebellum and higher-order cortical 
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motor areas.  On the other hand, the ability of adaptive 

locomotor behavior is gradually getting declined during 

senescence. Peculiarly, gait disturbance in patients with 

Parkinson’s disease, a neurologic disease which is closely 

related to aging, can be ameliorated by the interaction with 

the walking environment. This phenomenon tells us that the 

relationship between the intelligent and mobile organism 

and the environment is not simple. Many factors potentially 

affect such a relationship – development, aging, and disease. 

We need to take these dynamically changing factors into 

account.  

 This research program aims at clarifying the neural 

mechanisms of human adaptive locomotor behavior and its 

changes due to aging and disease processes. For this 

purpose, multiple non-invasive brain mapping techniques 

such as functional magnetic resonance imaging (fMRI), 

positron emission tomography (PET), single photon 

emission computed tomography (SPECT), transcranial 

magnetic stimulation (TMS) will be used in various 

combination. For the first step, we have proposed 

hypothetical models that were originally developed by 

incorporating the model proposed by Takakusaki and 

colleagues [1] and the findings from our own studies. As 

one of the projects to test the feasibility of these models, we 

have launched a SPECT activation experiment in which the 

pathophysiology of gait disturbance in patients with 

subcortical vascular encephalopathy was investigated.  

II. HYPOTHETICAL MODELS OF NEURAL MECHANISMS FOR 

HUMAN BIPEDAL GAIT

A. A normally functioning system (Figure 1) 

Indirect evidence from patients with spinal cord injury 

strongly supports the existence of central pattern generators 

(CPG), similar to the ones in quadruped animals or lamprey, 

in the human spinal cord.  CPG is regarded as a neural 

network that can generate periodic motor commands 

without requiring inputs from other areas. In normal 

circumstances, however, CPG is be regulated by inputs 

from the central and peripheral systems and thus does not 

produce autonomous stepping movement.   

A midbrain or mecencephalic lomomotor region (MLR) 

has been extensively studied in quadruped animals such as 

cats. In proximity of the MLR, there is another important 

structure termed the pedunculopontine nuclues (PPN) that 

is shown to regulate muscle tones. MLR and PPN appear to 

be the essential brainstem structures that regulate 

locomotion.  Although there is no direct proof of the same 

MLR/PPN functionality in humans, we previously showed 

that parts of dorsal midbrain and pons are activated during 

human gait [3]. Therefore, it should be reasonable to 
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assume that the MLR/PPN play pivotal roles in regulating 

locomotion and related postural changes in humans, too. 

Rich evidence indicates the significane of the cerebellum in 

controlling  locomotion and posture in humans.  

 MLR/PPN receive inhibitory inputs from the substantia 

nigra pars reticulata (SNr). Together with the subthalamic 

nucleus (STN) and the internal segment of globus pallidus 

(GPi), the SNr constitutes output nuclei of the basal ganglia. 

The outputs from the basal ganglia modulate the exitability 

of the motor-related cortices, such as the primary motor 

cortex (M1), supplementary motor areas (SMA), and lateral 

premotor areas (PM), via the thalamus. The motor-related 

cortices project not only to the brainstem reticular 

formation and the spinal cortd but also to the striatum. The 

latter projection works as a feedback to the basal ganglia. In 

other words, the copy of output signals from the 

motor-related cortex to the motor effectos serves as the 

signal controlling the status of motor-related cortices at the 

next stage of the behavior.  Of special note is that 

motore-related areas project to different sub-sectors of the 

striatum, thereby constituting independent multiple circuits. 

Those motor-related areas are likely important for human 

gait as activation of these areas have been observed during 

gait [2]-[3]. However, the specific role subserved by each 

area is still unclear.  Finally, one of the most important 

regulator of the status of the basal ganglia is doparmigergic 

(DA) projectionfrom the substantia nigra pars compacta 

(SNc).

B. Pathophysiology of Parkinsonian gait 

In patients with Parkinson’s disease (PD), degeneration 

of SNc DA neurons leads to overwhelming inhibitory 

outputs from the basal ganglia, and this change results in 

hypokinesia due to the failure for the motor cortices to be 

energized on demand.  Further, it is proposed that the 

over-inhibition from the basal ganglia to the PPN may 

result in increased muscle tonus (rigidity) in PD patients. 

Gait disturbance in PD seems to be a result from combined 

dysfunctions of these basal ganglia-cortical and basal 

ganglia-brainstem systems [1]. Partly in consistent with this 

hypothesis, hypofunction of SMA is shown during 

Parkinsonian gait [3].  

C. Mechanisms of paradoxical gait in PD (Figure 3) 

Even advanced PD patients with frequent freezing 

phenomena may be able to overcome their disability when 

exposed to strong emotional stimuli or such visual stimuli 

as transverse lines placed with adequate intervals. This 

phenomenon is sometimes called “kinesie paradoxale2 as 

apparently more task demands make the task less difficult. 

We previously showed that the cerebellum, dorsal visual 

areas, and lateral premotor cortex were activated during the 

amelioration of Parkinsonian gait under the influence of 

visual stimuli [4].

Certain visual stimuli as transverse lines are 

preferentially processed in the dorsal visual areas and the 

cerebellum. The dorsal visual areas are interconnected with 

the PM, and these two areas are the key substrates for 

visuomotor behavior. During walking under visual 

guidance, the two pathways (dorsal visual 

areas-cerebellum-thalamus-PM and dorsal visual 

areas-PM) potentially enhance the PM functionality. It 

seems possible that the activation of the PM overcome the 

suppression of the locomotor-related regions brainstem and 

spinal cord, and thus restore near-normal gait in PD.   

III. PATHOPHYSIOLOGY OF GAIT DISTURBANCE IN 

PATIENTS WITH ISCHEMIC SUBCORTICAL LESIONS

A. Parkinson-like gait disturbance in patients with 

ischemic subcortical lesions 

It has been long known that pronounced “leukoariosis” 

often as a result from microvasculopathy is associated with 

gait disturbance. A survey of in-hospital patients showed 

that SAE/SVE（subcortical arteriosclerotic encephalopathy 

or subcortical vascular encephalopathy）was the second 

most frequent cause of gait disturbance only after PD [5]. A 

subtype of SAE/SVE presenting primarily with cognitive 

decline (“Binswanger’s disease”) sometimes manifests 

“lower-body parkinsonism [6].” Especially, periventricular 

Fig. 1.  A hypothetical neuroanatomy of human gait （modified from 

[ ]）

Fig. 2.  Pathophysiology of Parkinsonian gait（modified from [2]）

Fig. 3.  Mechanisms generating paradoxical gait（modified from [2]）
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white-matter lesions are reported to be associated with 

lower body Parkinsonism. Lower-body Parkinsonism 

refers to akinetic-rigid syndrome almost limited to the 

lower half of the body, especially gait. Cerebrovascular 

disorder including SAE/SVE is considered the most 

frequent etiology of so-called “frontal gait disorder.” 

Gait disturbance in SAE/SVE is characterized by both 

locomotor insufficiency and postural instability [7]. Gait 

analyses of SAE/SVE patients revealed decreases in 

cadence and marked increases of the time for double 

support phase [8].  

Previously proposed mechanisms of gait disturbance in 

SAE/SVE include disconnection between the frontal cortex 

and the subcortical locomotor centers. Unfortunately, there 

has been no direct evidence to date. As subcortical lesions 

can be detected by standard clinical imaging like MRI or 

X-ray computed tomography, it seems worthwhile taking a 

look at the relationship between lesions and gait 

disturbance. However, a cross-sectional study failed to find 

the significant relationship between gait disturbance and 

white matter lesions on T2-weighted anatomic MRIs in 

SAE/SVE patients [6]. Some SAE/SVE patients who had 

pronounced lesions on MRIs showed marked gait 

disturbance whereas some with marked MRI lesions were 

not so severely affected. SAE/SVE patients often have 

multiple lacunar infarcts in the basal ganglia, and it is 

difficult to determine if white matter lesions or basal 

ganglia infarcts are responsible for gait disturbance. 

Another point is that abnormal intensities on MRI may 

include non-specific changes such as leakage of the 

cerebrospinal fluid from the ventricles or the enlargement 

of perivasucular space.

To clarify the pathophysiology of gait disturbance in 

SAE/SVE patients, we performed a cerebral blood flow 

(CBF) activation study in patients with SAE/SVE with 

various degrees of gait disturbance. This study was also to 

test the proposed hypothesis of the neuroanatomy of human 

gait.  A split-does method was employed for the two 

injections of SPECT tracers. 99mTc-ECD

（99mTc-ethylcysteinate dimer）was used as a radiotracer. 
99mTc-ECD is fixed within the brain in proportion to 

regional cerebral blood flow and stay there for hours in a 

stable form. Further, 99mTc-ECD is easier to handle than is 
99mTc-PAO (99mTc-hexamethyl-propyleneamine oxime).  

B. Methods 

1) Subjects: The evaluation of white matter lesion was 

based on the criteria proposed by Fazekas and 

colleagues [9]. Included SAE/SVE patients were those 

whose Fazekas’ grade were 3 or more; namely, 

periventricular white matter abnormal intensities, 

irregular in shape, extended into the deep white matter 

and those deep white matter lesions widely joined 

together. Exclusion criteria were: 1) patients who were 

hospitalized due to recent episodes of acute stroke 

within 1 month of the enrollment; 2) patients who 

underwent surgery due to degenerative lumber spinal 

disorder within 6 months of the enrollment; 3) patients 

who complained of lumbago or knee pain at the time of 

enrollment. Eighteen subjects were found eligible for 

the study (10 men, 8 women). The mean age of the 

subjects was 75 years old (range, 68-81 years old). 

Subjects gave informed consent for the enrollment. 

2) Evaluation of gait disturbance: A gait analysis was 

performed to evaluate the severity of gait disturbance of 

the enrolled patients. By means of force plate and 

joint-motion capture systems, following parameters 

were calculated: cadence, gait speed, step length, 

double support phase, single support phase, and step 

width. FOGQ score [10], a subjective scale reflecting 

freezing phenomena, was also assessed by 

questionnaire.  

The gold standard does not exist as yet for the 

assessment of gait disturbance in SAE/SVE patients. 

Hence, we asked three neurologists to evaluate the 

appearance of gait of the enrolled patients. They 

evaluated and scored several aspects of gait, through a 

video monitor.  The patients were classified into a gait 

impaired group and an unimpaired group. 

3) A CBF activation study was conduced on a 3-head 

SPECT scanner (Prism3000, Picker). CBF 

measurements were performed in two behavioral 

conditions (gait and rest). In half of the patients, the gait 

condition was studies first, and in the rest of the patients 

the rest condition was studied first. In the gait-rest 

conditional order, for example, the patients were first 

asked to walk on a treadmill under the supervision of a 

medical doctor. When treadmill walking was judged to 

reach a stable state, a bolus of 99mTc-ECD (300 MBq) 

was administered intravenously (gait condition). They 

kept walking for 5 minutes after the injection. Then they 

were moved onto the SPECT scanner, and scanning was 

commenced about 10 minutes after the tracer injection. 

Scanning lasted for 24 minutes for the first injection. 

After 5 minutes of the scan completion, the subjects 

received another bolus of 99mTc-ECD (500 MBq) while 

lying on the scanner bed (rest condition). Scanning 

started 10 minutes after the second injection and lasted 

for 24 minutes.  

Reconstructed CBF images were analyzed with SPM2. 

Images were motion corrected, spatially normalized to 

fit into a standard stereotaxic space, and were smoothed. 

Statistical analysis was performed voxel-by-voxel, 

which produced statistical parametric mapping of 

t-statistics.

C. Results 

Ten patients were classified into the gait-impaired group 

and 8 patients were judged have normal locomotor ability. 

There were significant differences in the gait parameters 

between the two groups (data not shown). 
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  A preliminary analysis of CBF data is presented below. 

First, all patients were pooled together and CBF increase 

during the gait condition was assessed as compared with 

the rest condition (Figure 4). The gait-related activation 

included medial fronto-parietal cotices (M1, SMA, dorsal 

parts of PM, somatosensory cortex), visual association 

areas, and infratentorial areas (vermis and para-median 

parts of cerebellar hemisphere).  

 When gait-related activation was compared between the 

gait-impaired group and the unimpaired group, the 

impaired group showed reduction of gait-related CBF 

increases in the left PM and visual association areas. On 

the other hand, the gait-impaired group showed increase 

in gait-related activation in SMA as compared with the 

unimpaired group. 

D. Discussion

The overall pattern of gait-related activity was quite 

similar to that was reported for elderly volunteers in our 

previous experiment [3]. This finding supports the roles 

of multiple motor areas and the cerebellum for human gait. 

Interestingly, the decreased PM activity and increased 

SMA activity seems the opposite of the activity changes 

observed in PD patients as compared with control 

subjects. A more detailed analysis using parameters from 

the gait analysis is now underway.  

IV. CONCLUSION

By combining the proposed neuroanatomy of gait and 

the preliminary results from the SAE/SVE patients, we can 

hypothesize that dysfunction of either PM or SMA causes 

gait impairment, with accompanying a compensatory 

overactivity of the other area.  
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Summary:  Coordinated movements between left and 
right limbs and between fore- and hind-limbs are essential 
for locomotion in quadrupeds. During locomotion evoked 
by stimulation to the cuneiform nucleus in decerebrate 
rabbits, the hindlimbs exhibited left-right in-phase 
hopping gaits with strong backward extensions, while the 
forelimbs showed left-right alternating movements, thus 
indicating that locomotor pattern-generating networks 
(CPGs) for fore- and hind-limbs are constituted in a 
different manner. Despite such differences, locomotor 
cycles of the forelimbs were well synchronized with those 
of the hindlimbs when the hindlimb hopping was evoked. 
This suggests that fore- and hind-limb CPGs are tightly 
coupled via ascending propriospinal systems. Such 
divergent coordination mechanisms in the spinal cord are 
suitable for elaborating wider motor synergies of all limbs 
during locomotion in rabbits.  
 

I. Introduction  
 All animals can behave freely and volitionally under 
various conditions of external environments surrounding 
them. For smooth emergence of such behaviors, it is 
essential to coordinate functions of the somatic and 
autonomic nervous systems, each of which is involved in 
the control of animal motions and internal body 
environments, respectively. In this study, to understand 
neural mechanisms for coordination of these systems, we 
focus attention on “locomotion” and “respiration” as a 
representative somatic and autonomic nervous function, 
respectively, and aim to investigate neural mechanisms 

for the control and regulation of these functions.   
 Locomotion and respiration are characterized by their 
rhythmic movements, and their basic neural control 
systems are commonly located in the brainstem and spinal 
cord. In this year, we have studied the following two 
points: 1) neural mechanisms for generating coordinated 
quadrupedal locomotion in rabbits, 2) involvements of 
medullary raphe nuclei in respiration control in rats [1]. In 
particular, in the former study, we have developed a 
locomotor preparation using decerebrate rabbits and 
characterized their evoked-locomotor patterns. Below, we 
summarized the findings from this study.  
 

II. Research achievements  
Neural mechanisms for generating coordinated 

quadrupedal locomotion in rabbits 
 
1. Purpose 
 In quadrupedal locomotion, coordinated movements 
between left and right limbs and between fore- and 
hind-limbs are essential. Many quadrupeds such as cats 
and dogs usually exhibit left-right alternation between 
two limbs of the same girdle and also synchronous 
movements of fore- and hind-limbs during locomotion [2]. 
However, rabbits usually exhibit “hopping” gaits, which 
are characterized by left-right nonalternation of the 
hindlimbs. Similar nonalternating gaits appear in other 
quadrupeds when they move at high speed in “gallop”. 
This study was aimed to 1) characterize coordination 
patterns of the left and right limbs and also those of the 
fore- and hind-limbs during locomotion in rabbits, and 2) 
reveal neural mechanisms for generating the coordination.  
 
2. Materials and Methods 
a. Surgical procedures 
 Experiments were performed on 15 adult male rabbits 
(New Zealand White) weighing 2-3 kg. Under halothane 

Neural mechanisms of integration of the somatic and autonomic nervous 
functions in the emergence of motor behaviors 
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Fig. 1. Decerebrate rabbit locomotor preparation (A) and hopping movement-inducing site in the midbrain (B). 
A: Reflex standing posture of the decerebrate rabbit. To record EMGs from extensors and flexors of all limbs, pairs of 
insulated copper wires were implanted into the biceps brachii (Bi) and triceps brachii (Tri) muscles in the forelimbs, and the 
vastus lateralis (VL), posterior biceps (PB), gastrocnemius-soleus (GS) and tibialis anterior (TA) muscles in the hindlimbs. 
B: Location of the cuneiform nucleus (CNF) in the midbrain.  
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gas anesthesia with oxygen, the animal was surgically 
decerebrated at the precollicular-postmammillary level. 
After decerebration, gaseous anesthesia was discontinued. 
The head was then fixed in a stereotaxic apparatus, and 
the chest and abdominal parts were supported by rubber 
belts to set the body axis in a horizontal position (Fig. 
1A). The feet were placed on a treadmill belt or a smooth 
flooring sheet put on the belt. To maintain the reflex 
standing posture by the hindlimbs, the forelimbs were 
floated in the air because their lengths are short.  
 
b.  Experimental procedure 
 A Wood’s metal-filled glass microelectrode with a tip 
replaced with a carbon fiber was inserted stereotaxically 
into the cuneiform nucleus (CNF) in the midbrain, which 
corresponds to the mesencephalic locomotor region 
(MLR) identified in cats [2], and electrical stimuli (50 Hz, 
10-110 µA, 0.2 ms duration) were delivered for 5-15 sec 
to evoke locamotion (Fig. 1B). The EMGs were recorded 
by implanting pairs of insulated copper wires (diameter 
75 µm) into selected extensors and flexors of the four 
limbs (see Fig. 1A). Using a CCD camera and a videotape 
recorder, movements evoked by CNF stimulation were 
recorded at 60 frames/sec.  
 In some cases, after observation of the evoked 
locomotion, the animals were anesthetized again, and 
then a complete transection or hemisection of the lower 
thoracic cord was made at T12. After recovery from 
anesthesia, we stimulated the CNF, and observed the 
evoked movements.  
 
3. Results 
a. Characteristics of locomotor movements evoked by 
  stimulation to the CNF in decerebrate rabbits 
 In decerebrate rabbits, when the CNF was stimulated, 
bilateral hindlimbs consistently exhibited rhythmic, 
left-right nonalternating (in-phase) gaits, viz. hopping. 
Such hindlimb hopping movements were evoked not only 
on a moving belt of the treadmill but also on a still 

surface of a smooth flooring sheet (Fig. 2). Left-right 
alternating gaits as usually seen in decerebrate cats were 
not evoked at any stimulus intensity. At stronger CNF 
stimulation, cycle periods of the hindlimb hopping 
became shorter because of a shortening of support phase 
in a hopping cycle (Fig. 2).  
 In addition to the hindlimbs, as shown in Fig, 3A, 
during CNF stimulation, rhythmic movements of the 
forelimbs were also evoked. But unlike the hindlimbs, 
they basically exhibited left-right alternating movements. 
Despite such differences, rhythm cycles of the forelimbs 
were consistent with those of the hindlimbs.  
 Fig. 3B shows patterns of activities of the fore- and 

  
Fig. 3. EMG recordings from fore- and hind-limb muscles during hopping movements evoked by CNF stimulation. 

A: Untreated traces of fore- and hind-limb extensor and flexor EMGs during hopping movements evoked by 70 µA 
stimulation on a still smooth surface. EMGs of left and right limb muscles are shown by black and blue, respectively. A 
dotted line with a downward arrow indicates a timing after which coordination patterns between left and right forelimbs 
changed (see below). B: Integrated and averaged EMGs representing patterns of EMG activities in a single hopping cycle. 
These are aligned with the onset of burst of the left VL EMG (indicated by a white broken line). Support and swing phases 
in a single step cycle are highlighted by gray and blue, respectively. The timing of transition from the support phase to the 
swing phase corresponds to the timing of the end of VL-EMG burst.  

 
 

Fig. 2. Gaits of the left hindlimb during hopping 
movements evoked by 60 and 70 µA CNF stimulation on a 
still surface of a smooth flooring sheet. A hopping cycle is 
divided into support and swing phases, and trajectories of 
hindlimb movements in each phase are illustrated by stick 
figures made from video images recorded at 60 frames/sec. 
The support phase was defined as a period from the 
beginning of ground contact of the toe to the end of the 
hindlimb extension (i.e., maximal hindlimb extension). 
Note that the number of stick figures in the support phase 
at 70 µA (n=10) is smaller than that at 60 µA (n=12).  
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hindlimb muscles in a single step cycle. In the hindlimbs, 
the posterior biceps (PB) and gastrocnemius-soleus (GS) 
muscles gradually increased their activities in the stance 
phase. Their activities reached peak levels in the late 
stance phase. The vastus lateralis (VL) muscles showed 
strong transient bursts just before the end of the stance 
phase. Such strong GS, PB and VL bursts in the late 
stance phase characterize powerful backward extensions 
of the hindlimbs, necessary for producing strong 
propulsive forces during hopping.  
 Extensor (Triceps brachii) and flexor (Biceps brachii) 
in an individual forelimb were active in opposite phase 
(Fig. 3A,B), and homonymous muscles on both sides 
were active in opposite phase (Fig. 3A). These represent 
left-right alternating and simple extension-flexion 
movements of the forelimbs during locomotion.  
 
b. Interlimb coordination during locomotion  
 In decerebrate rabbits, the hindlimbs always exhibited 
left-right in-phase gaits during CNF stimulation at any 
stimulus intensity. However, their coordination patterns 
between the left and right forelimbs and between the fore- 
and hind-limbs were altered by strong CNF stimulation.  
 As shown in a plot in Fig. 4A, reflecting the left-right 
alternation of the forelimbs during locomotion, phase 
differences of activities of left and right Tri muscles at 60 
µA CNF stimulation were distributed around 180 degree. 

Similar distributions were found in the first half of 70 µA 
stimulation. In the last half of this stimulation, however, 
the phase differences suddenly shifted to around 250 
degree. These phase changes were sustained at 80 µA 
stimulation. As shown in Fig. 4B, the phase relationships 
between the fore- and hindlimbs also changed in the last 
half of 70 µA stimulation. These changes were also 
sustained at 80 µA stimulation. 
 Since hopping cycle periods were shortened at higher 
stimulus intensity (Table 1), rabbits also might change 
interlimb coordination patterns when they move at high 
speed.   
 
c. Neural mechanisms for interlimb coordination  
 In quadrupeds, propriospinal (PS) systems projecting 
over several segments in the spinal cord are essential 
neural substrates for coordinating activities of locomotor 
pattern generators (CPGs) for fore- and hind-limb 
locomotion, which are located in the cervical and lumbar 
spinal cord, respectively [3,4]. To know functional roles 
of PS systems in the generation of coordinated 
locomotion in rabbits, we transected PS pathways 
partially or totally at the lower thoracic cord in 
decerebrate rabbits, and investigated characteristics of 
fore- and hind-limb movements evoked by CNF 
stimulation  
 In a decerebrate rabbit with a complete transection at 
T12, CNF stimulation evoked rhythmic, left-right 
alternating movements in the forelimbs (Fig. 5). Phase 
differences of activities of the left and right Tri muscles 

 
 

Fig. 4. Circular plot representations of the phase relationships 
between the onsets of extensor EMG bursts of two different 
limbs during hopping evoked by 60, 70 and 80 µA CNF 
stimulation. A: Relationships between the left and right 
forelimb extensors (R-Tri - L-Tri). B: Relationships between the 
left forelimb and left hindlimb extensors (L-Tri - L-VL). In the 
circular plots of 70 and 80 µA, the relationships in single trials 
are shown, but in the plots of 60 µA, those in 2 trials are 
superimposed. The phase relationships in the first and last 
halves of 70 µA stimulation are represented by black and blue, 
respectively. In each circular plot, the mean phase (Φ) is 
indicated by a directional vector (arrow) with the origin from 
the center of the circle and ranges from 0 to 1.  

Table 1. Stimulus intensity vs. mean hopping cycle periods 
 

Stimulus intensity Mean hopping cycle period (sec) 
60 µA 0.52 ± 0.03  (n = 3 + 4) 
70 µA  (First half) 0.51 ± 0.01  (n = 6) 
70 µA  (Last half) 0.49 ± 0.01  (n = 6) 
80 µA 0.46 ± 0.01  (n = 14) 

 
The mean value at 60 µA stimulation was obtained from 2 
trials. The mean cycle period at 70 µA stimulation was 
shorter in the last half of the trial than the first half.  

 
 
Fig. 5. Right: EMGs of extensors and flexors of the forelimbs 
during 80 and 100 µA CNF stimulation in a decerebrate rabbit 
with a complete transection at T12. Left: Phase relationships 
between the onsets of bursts of the left and right Tri EMGs 
(R-Tri - L-Tri) during 80 and 100 µA stimulation. 
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evoked at 80 µA stimulation were distributed around 180 
degree (right panel in Fig. 5). At 100 µA stimulation, 
although cycle periods were shortened, distributions of 
the phase differences were similar to those at 80 µA (left 
in Fig. 5). The phase shifts, as seen in the spinal cord 
intact animals at strong stimulation (Fig. 4A), were not 
observed. This suggests that left and right forelimb CPGs 
act essentially in opposite phase each other.  
 In a decerebrate rabbit with a right hemisection at T12, 
the left CNF stimulation at 60 µA evoked rhythmic, 
left-right alternating movements in the forelimbs but not 
in the hindlimbs (left in Fig. 6). At 90 µA stimulation, all 
limbs except the right hindlimb exhibited rhythmic 
movements at the same cycle (right in Fig. 6). Despite 
such strong intensity, cycle periods of the forelimb 
movements were prolonged to circa twice of those at 60 
µA stimulation. Rather, rhythms of the forelimb 
movements appeared to be entrained to slow rhythms of 
the left hindlimb movements. This indicates that neural 
signals ascending from the lumbar spinal cord on one side 
modify activities of forelimb CPGs on both sides.  
 
4. Discussion 
 It is known that a basic neural circuitry involved in 
the generation of coordinated quadrupedal locomotion is 
comprised from neural subsystems located in the 
brainstem and spinal cord [2]. That is, as shown in Fig. 7, 
reticulospinal (RS) pathways convey locomotor driving 
signals, e.g. those arising from the CNF in decerebrate 
animals, to fore- and hind-limb CPGs that are located in 
the bilateral cervical and lumbar spinal cord, respectively. 
Commissural neurons (CNs) project across the midline 
and densely innervate the contralateral spinal cord at the 
same segmental level, thus suggesting that left and right 
CPGs are mutually connected via CNs on both sides [5]. 
Although each CPG can generate locomotor rhythm, such 
mutual connections would be necessitated to synchronize 
rhythmic activities of left and right CPGs [6]. Since many 
CNs receive RS inputs and exhibit locomotor-related 
rhythmic activities, a part of them are assumed to act as a 
primary component of CPGs [7].  

 During hopping evoked in decerebrate rabbits in this 
study, the fore- and hind-limbs showed different left-right 
coordination patterns, i.e., left-right alternation in the 
forelimbs and left-right in-phase in the hindlimbs (see 
Figs. 3 and 7). This may be due to functional differences 
of cervical and lumbar CN circuits connecting the left and 
right spinal cord.   
 Further, the hindlimb movements are characterized by 
strong backward extension in the late stance phase, while 
the forelimb movements by simple flexion-extension 
movements, indicating that fore- and hind-limb CPGs are 
constituted functionally in a different manner. Despite 
such differences, locomotor cycles of the forelimbs were 
synchronized with those of the hindlimbs when the 
hindlimb hopping was evoked. This suggests that fore- 
and hind-limb CPGs are tightly coupled possibly via 
ascending propriospinal (PS) systems (see Fig. 7). Such 
divergent coordination of fore- and hind-limb CPGs 
imposed by ascending PS systems would be suitable for 
elaborating wider motor synergies of all limbs during 
locomotion in rabbits.  
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Fig. 6. EMGs of fore- and hind-limb muscles during 60 
and 90 µA stimulation to the left CNF in a decerebrate 
rabbit with a right hemisection at T12.  

 
Fig. 7. Scheme of a putative basic neural circuitry 
involved in the generation of coordinated hopping 
movements in rabbits. CN, commissural neurons; PS, 
propriospinal pathways; RS, reticulospinal pathways.  
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A Locomotor CPG Model based on Phase Dynamics

Ikuko Nishikawa, Ritsumeikan University

Abstract— A network of limit cycle oscillators is used as a
model of a central pattern generator (CPG) for a multiped
locomotion. Each oscillator controls an oscillatory movement of
one limb, and receives a motor control input from higher motor
centers. A complex-valued artificial neuron is used to describe
each oscillator, and a spinal CPG is modeled by a mutually
connected network, which is a mathematical extension of a con-
ventional real-valued Hopfield network. The network dynamics
of the phase is known to be reduced to a coupled system of
phase oscillators. First, for a bipedal gait, a pair of identical
oscillators are used as a CPG model, to analyze the dependency
of a gait dynamics on a constant input from higher motor
centers. Numerical calculations show the system successfully
expresses some characteristic behaviors, which were obtained
by more complicated Fitzhugh-Nagumo oscillator model, and
which were found in clinical data of disordered interlimb
coordination caused by Parkinson’s disease. The observed
results of symmetric anti-phase synchronization, asymmetric
synchronization, and breakdown of the synchronization can be
explained by the existence condition of the network energy
function, and by the synchronization condition of a coupled
system of phase oscillators. Second, for a quadrupedal gait, four
identical oscillators connected with a simple symmetry are used
as a CPG model. A condition on the coupling parameters for
the existence of attractors, which correspond to walk, bound,
pronk, trot and pace, is clarified both through a simple analysis
and numerical calculations.

I. INTRODUCTION

A network of limit cycle oscillators is used to model a
spinal CPG for a bipedal or quadrupedal gait. Each oscillator
controls an oscillatory movement of one limb. In this report, a
complex-valued artificial neuron is used to model each oscil-
lator. And a mutually connected network of the oscillators,
which can be described as a mathematical extension of a
conventional real-valued Hopfield network, is used to model
a CPG.

II. COMPLEX-VALUED HOPFIELD NEURAL NETWORK

A. Fundamental Equation and Equilibrium of the Dynamics

i-th oscillator of CPG is described by a complex-valued
artificial neuron zi(t), whose autonomous dynamics contains
a rotational motion in a complex plane. The dynamics of a
mutually connected network is given by[3], [4],⎧⎪⎪⎨

⎪⎪⎩
dzi(t)

dt
=

(
− 1

τi
+ ıωi

)
zi(t) +

N∑
j=1

wijuj(t) + θi(t) ,

ui(t) = f(zi(t)), i = 1, . . . , N ,

(1)

where N is the number of neurons in a network, u i(t),
zi(t) and θi(t) ∈ C are the output, the internal state and the
external input of the i-th neuron, respectively. The coefficient
of the linear term of zi is a complex value −1/τi + ıωi,

where ı is an imaginary unit. When τi > 0, the neuron has
a stable fixed point zi = 0 and τi ∈ R is a time constant.
The imaginary part ωi ∈ R gives an angular frequency of
the rotation in a complex plane. wij ∈ C is the connection
weight from the j-th neuron to the i-th neuron.

Activation function f : C → C is common to all neurons.
We restrict the functional form of f to assure the existence
of the network energy function. To give the explicit form of
f , let us rewrite the complex variable zi(t) by the amplitude
ri(t) ≥ 0 and the phase φi(t); zi(t) = ri(t) exp(ıφi(t)) .
Then, we restrict the form of f as

f(zi(t)) = fR(ri(t)) · exp(ıφi(t)) , (2)

where fR(·) is a nonlinear real function, and here we assume
fR : R+ → R+, where R+ = {r ≥ 0, r ∈ R}. For this type
of f , the following sufficient conditions are derived[3] for
the existence of the energy function under the restriction of
∀i, ωi = 0. First, the condition on the connection weight w ij

is expressed as the Hermitian condition on the connection
weight matrix W = (wij). Then, sufficient conditions on
the activation function f are given as follows. When fR(r)
is bounded and continuously differentiable with respect to
r ∈ R+, then the network possesses an energy function if,

∀r ∈ R+,
dfR(r)

dr
> 0 , and lim

r→0

fR(r)
r

> 0 .

If a network (1) is homogeneous with ∀i, ω i = ω and the
activation function f takes the form of Eq.(2), then a network
of rotating neurons ω �= 0 can be transformed to the equation
with ω = 0 through a rotational transformation by ω for ∀ω.
Therefore, the above sufficient conditions are applicable for
∀ω in this type of the network.

B. Dynamics of Phase and Amplitude

Let us rewrite the complex-valued connection weight w ij

which satisfies the Hermitian condition by an amplitude
Kij ≥ 0 and a phase δij in the following form;

wij =
1
2
{
Kij exp(−ıδij) + Kji exp(ıδji)

}
= w∗

ij .

The complex-valued input θi(t) is also rewritten as θi(t) =
Θi(t) exp(ıγi(t)) .

Then, Eq.(1) is decomposed into the dynamics of the
amplitude and the phase of each neuron as follows, by taking
the real and imaginary parts of Eq.(1), respectively.

Real part for the amplitude dynamics:

dri

dt
= − 1

τi
· ri +

∑
j

1
2
f(rj){Kij cos(φj − φi − δij)

+Kji cos(φj − φi + δji)} + Θi cos(γi − φi) . (3)

85



Imaginary part for the phase dynamics:

dφi

dt
= ωi +

∑
j

1
2

1
ri

f(rj){Kij sin(φj − φi − δij)

+Kji sin(φj − φi + δji)} + 1
ri

Θi sin(γi − φi) . (4)

Eq.(4) for the phase can be seen as a coupled system of
N phase oscillators[1] with a modification of the coupling
strength by the amplitude rj . Therefore, a phase synchro-
nization emerges in such a network, just as is well known in
a phase oscillator system. And the authors have successfully
applied this phase synchronization mechanism for an area-
wide urban traffic flow control[2], [4], [5].

III. CPG MODEL FOR BIPEDAL LOCOMOTION

In this section, a pair of oscillators under a control
input are used to model a CPG for a bipedal locomotion.
A motor control input from higher motor centers works
as a bifurcation parameter for the Hopf Bifurcation. The
framework follows the CPG model proposed by Asai et al.
2003 [7]. First, let us remind Poincaré normal form for the
Hopf bifurcation, and then model the dynamics after the
Hopf bifurcation by a complex-valued artificial neuron.

A. Poincaré Normal Form for the Hopf Bifurcation

Generic two-dimensional system undergoing a Hopf bifur-
cation can be transformed into Poincaré normal form[6], as
is briefly reviewed in the followings.

Consider a two-dimensional system of x = (x, y)T ∈ R2,
dx

dt
= f(x, α), α ∈ R, with a smooth function f , which

has at α = 0 the equilibrium x0 = 0 with pure imaginary
eigenvalues λ1,2 = ±ıω0, ω0 > 0. There is an α-dependent
invertible transformation for sufficiently small |α|, which
transforms the above equation into the following Poincaré
normal form for a complex variable z with only the resonant
cubic term;

dz

dt
= λ(α)z + c1(α)z2z̄ + O(‖z‖4) , (5)

where λ1,2(α) = μ(α)± ıω(α), c1(α) ∈ C can be explicitly
calculated from f(x, α).

If we rewrite the complex variable z in a polar coordinate
by the amplitude r ≥ 0 and the phase φ; z = r exp(ıφ), the
lowest order in α and r of the normal form (5) in a polar
coordinate is given as,

dr

dt
= d̃ · αr + ãr3 + higher order , (6)

dφ

dt
= ω0 + c̃ · α + b̃ · r2 + higher order . (7)

by using new constants ã = �c1(0), b̃ = 	c1(0), c̃ = ω′(0)
and d̃ = μ′(0).

B. Model by a Complex-valued Neuron

For the supercritical Hopf bifurcation d̃ > 0 and ã < 0,
the equilibrium r0 of Eq.(6) is

r0(α) =

{
0 for α ≤ 0 ,√

d̃α/|ã| for α > 0 .
(8)

On the other hand, if we consider an external input with
γi(t) = φi(t) and Θi(t) = Θ (const.) for a non-interacting
complex-valued artificial neuron (3),(4), the dynamics be-
comes,

dr

dt
= −r + Θ ,

dφ

dt
= ω ,

which exponentially converges to the equilibrium r0 = Θ
(let set τ = 1 for a simplicity). Therefore, by the comparison
with Eq.(8), we use the following external input to express
the dynamics of r(t, α) near the Hopf bifurcation;

Θ(α) =

{
0 for α ≤ 0 ,√

d̃α/|ã| for α > 0 .

The dynamics of the phase is expressed by the α, r-
dependent frequency ω, which is given by Eq.(7), namely,
ω(r, α) = ω0 + c̃ · α + b̃ · r2 for α > 0.

C. CPG Model by a pair of Complex-valued Neurons

Asai et al.[7] considered a simple CPG model consisting
of two identical oscillators with a mutual inhibitory coupling.
Each oscillator controls an oscillatory movement of one limb,
and receives a motor control input from higher motor centers.
They used a model to describe a coordination between two
limbs during cyclic movements, and compared with several
types of clinical data of disordered interlimb coordination
which were observed in patients with Parkinson’s disease.
The interlimb coordination is characterized by the ampli-
tudes and the phase difference of two oscillators. Fitzhugh-
Nagumo equation was used to describe each oscillator, and
two oscillators were coupled in a following way;⎧⎪⎨

⎪⎩
dxi

dt
= c (xi − 1

3x3
i − yi + αi) + δ(xj − xi) ,

dyi

dt
=

1
c

(xi − byi + a) + εxj , i, j = 1, 2, i �= j .

(9)

αi models a constant input to i-th oscillator, and works as
a bifurcation parameter, which moves the nullcline ẋ i = 0
in a vertical direction. The term with ε is a main inhibitory
anti-phase coupling, and we assume 0 < b < 1 and c > 1.
Then, the system undergoes a supercritical Hopf bifurcation
at α = α∗ to possess a stable limit cycle. The Poincaré
normal form (6),(7) is given explicitly as

α∗ =
1
b

{
a −

(
1 − 2

3
b − b2

3c2

√
1 − b

c2

)}
,

ω0 =

√
1 − b2

c2
> 0 ,

d̃ =
bc

√
1 − b

c2

1 − b2

c2

, c̃ =
b2

√
1 − b

c2

(1 − b2

c2 )
3
2

> 0 ,

and so on.
Therefore, a system of Eqs.(3),(4) with N = 2 is used

to model the above CPG. We assume the symmetry of the
coupling and identical natural frequencies ω0 for i = 1, 2.

86



Here we consider inhibitory anti-phase type coupling, which
corresponds to the negative sign of w = K cos δ, which
is redefined as w = −K by K > 0, to result in the
following set of equations. αi is a bifurcation parameter for
i-th oscillator (i = 1, 2), and α1 and α2 can be set different.⎧⎪⎨

⎪⎩
dri

dt
= −r1 − Kf(rj) cos(φj − φi) + Θi(αi) ,

dφi

dt
= ωi(ri, αi) − K

1
ri

f(rj) sin(φj − φi) ,

where Θi(α) = A · α1/2, (10)

ωi(r, α) = ω0 + C · α + B · r2, i, j = 1, 2, i �= j .

D. Numerical Calculations

fR(r) = tanh(r) is used to meet the existence condition
of the network energy function. However, the sufficient
condition for the existence is not satisfied if the angular
frequencies ω1 and ω2 become different, when different
values of αi are given for i = 1 and 2. Parameter values
are A = 1.0, B = 0, C = 0.51, ω0 = 0.73 and K = 0.1 in
the following. Let α1 = α, and α2 = α + Δα. Then Δα is
set to 0.0 or −0.2, while changing α from 0 to 10.0.

The results are shown in Figs.1(a) for Δα = 0, and 1(b)
for Δα = −0.2. For Δα = 0, the system converges to the
state with constant values of r1, r2 and Δφ = φ2 − φ1 = π,
namely, two oscillators are anti-phase. However for Δα =
−0.2, Fig.1(b) shows the constant value Δφ is not equal to π,
and decreases according to the increase of α. If α increases
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Fig. 1. r1, r2 and Δφ for α = 0 – 2.0 or 10.0 with C = 0.51

up to 10.0, constant r1, r2 and Δφ end at α = α∗ � 3.6,
and two oscillators begin to rotate with different frequencies.
That is, the frequency synchronization breaks for α > α ∗.
Fig.2 shows that Δφ(t) decreases monotonically, and r i(t)
slightly oscillates with a long period ( � 2π/| dΔφ

dt |), as the
effect of the coupling term for ṙi in Eq.(10). ri value in
Fig.1(b) for α > α∗ is the average of oscillating ri(t).
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Fig. 2. r1(t), r2(t) and Δφ(t) for t = 0 – 300 with C = 0.51, Δα =
−0.2 and α = 10.0

The obtained results are summarized in Table.I. Moreover,
three types of behavior (i) Δφ = π, (ii) Δφ = const. �= π

and (iii) monotonically changing Δφ(t) are summarized in
Table.II. These correspond to the types 1, 2 and 3 in the
figure 1 in [7], each data of which is shown for both CPG
model (9) and clinical data of Parkinson’s disease patients.
Therefore, for the disordered types of 2 and 3, frequency
difference ω1 �= ω2 is essential, as the result of input
difference Δα �= 0 to the system with C �= 0.

TABLE I

SATISFACTION OF THE SUFFICIENT CONDITIONS FOR THE EXISTENCE OF

THE NETWORK ENERGY OF EQ.(10)

System External Sufficient ri and φi

Parameter Input ωi(ri, αi) Conditions ri Δφ

C = 0 Δα = 0 ω1 = ω2 = ω0 ◦ r1 = r2 π
Δα < 0 ω1 = ω2 = ω0 ◦ r1 > r2 π

C > 0 Δα = 0 ω1 = ω2 > ω0 ◦ r1 = r2 π
Δα < 0 ω1 > ω2 × r1 > r2

TABLE II

THREE TYPES OF BEHAVIORS CLASSIFIED BY THE PHASE DIFFERENCE

C, Δα α Δφ Type in [7]

C = 0 or Δα = 0 ∀α Δφ = π 1
C > 0 and Δα < 0 α ≤ α∗ Δφ �= π 2

α > α∗ dΔφ
dt

< 0 3

More complicated chaotic dynamics shown as types 4 and
5 in the figure 1 in [7] can not be expressed by Eq.(10),
which only describes the dynamics near Hopf bifurcation
without higher order terms.

IV. CPG MODEL FOR QUADRUPEDAL LOCOMOTION

A system of Eqs.(3),(4) with N = 4 is used to model a
CPG for a quadrupedal locomotion. We assume a symmetry
of the connection and identical natural frequencies ω for
i = 1, . . . , 4. In subsection IV-A, a network with C2 sym-
metry connection is used, and the existence of the attractors
corresponding to various gait patterns are investigated in a
parameter space. The consideration on the possible symmetry
of the connection is given in subsection IV-B.

A. Ring Network with C2 Symmetry

Collins et al.[8] modeled a quadrupedal locomotor CPG
as a network of four coupled nonlinear oscillators by a
ring connection with C4 symmetry (Cyclic group C4 of
Order 4 ) as is shown in Fig.3(a), where i = 1, 2, 3 and
4 correspond to the left front, left hind, right hind and right
front limbs, respectively. Moreover, they considered three
different oscillator models, that is, Stein neuronal model,
Van der Pol model and Fitzhugh-Nagumo model, and the
numerical calculations showed that all models produced three
quadrupedal gaits of walk, trot and bound, and the transitions
between them depending on the model parameters.

In this subsection, we use a system of Eqs.(3),(4) with
identical natural frequency ω, by using a ring connection
with C2 symmetry shown in Fig.3(b). Then, the dynamics
is written by the following Eq.(11), where we consider an
external input with γi(t) = φi(t) and Θi(t) = Θ. Contrary
to the previous bipedal case with a simple symmetry, the
coupling parameters δ, δ ′ play an essential role, as shown in
Fig.4.
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Fig. 3. Connection in a CPG for a quadrupedal locomotion

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ṙ1 = −cr1 + 1
2{K ′f(r3) cos(φ3 − φ1 − δ′)

+Kf(r2) cos(φ2 − φ1 + δ)} + Θ

ṙ2 = −cr2 + 1
2{Kf(r1) cos(φ1 − φ2 − δ)

+K ′f(r4) cos(φ4 − φ2 + δ′)} + Θ

ṙ3 = −cr3 + 1
2{Kf(r4) cos(φ4 − φ3 − δ)

+K ′f(r1) cos(φ1 − φ3 + δ′)} + Θ

ṙ4 = −cr4 + 1
2{K ′f(r2) cos(φ2 − φ4 − δ′)

+Kf(r3) cos(φ3 − φ4 + δ)} + Θ

φ̇1 = ω + 1
2

1
r1
{K ′f(r3) sin(φ3 − φ1 − δ′)

+Kf(r2) sin(φ2 − φ1 + δ)}
φ̇2 = ω + 1

2
1
r2
{Kf(r1) sin(φ1 − φ2 − δ)

+K ′f(r4) sin(φ4 − φ2 + δ′)}
φ̇3 = ω + 1

2
1
r3
{Kf(r4) sin(φ4 − φ3 − δ)

+K ′f(r1) sin(φ1 − φ3 + δ′)}
φ̇4 = ω + 1

2
1
r4
{K ′f(r2) sin(φ2 − φ4 − δ′)

+Kf(r3) sin(φ3 − φ4 + δ)}

(11)

1

2 3

4

δ δ
δ’ δ’

δ’

0
δ

1/2π π

1/2π

π

2π3/2π

3/2π

2π

Tro
t G2

Pac
e

Pac
e G1

Tro
t

W
alk

Rev
er

se
 W

alk

Bou
nd

Pro
nk

Pro
nk

Fig. 4. Attractors for the gaits in a parameter space (δ, δ′) with K = K′

Fig.4 shows the attractors corresponding to various gaits
in a parameter space (δ, δ ′) when K = K ′. The amplitude
parameter K/K ′ just modifies the straight lines of the
attractors into curves. The gait patterns are given in Table
III. Thus, a family of walk, bound and pronk, and a family
of trot and pace cannot coexist in the present model under
the C2 symmetry connection.

TABLE III

PHASE DIFFERENCES IN VARIOUS GAITS

Gait φ1 φ2 φ4 φ3

Pronk 0 0 0 0
Walk 0 0.75 0.5 0.25

Bound 0 0.5 0 0.5
Reverse Walk 0 0.25 0.5 0.75

G1 0 0.75 0 0.75
Trot 0 0.5 0.5 0
G2 0 0.25 0 0.25

Pace 0 0 0.5 0.5

B. DN/2 Symmetry of the Connection

Biological plausibility and the consideration of the sym-
metry are indispensable to design the connection of an
oscillator network. The group theoretic notation is useful
to describe the symmetries of the gaits, especially for the
periodic oscillations in systems with symmetry, which re-
quires to consider both spatial and temporal symmetries[9].
The spatial symmetry means permutations of N oscillators
(i.e. N legs), while the temporal symmetry considers a phase
shift on circle group S1 = R/Z.

Cyclic group CN of order N is relevant when we consider
a network of N oscillators with a ring or similar types
of connection, while dihedral group DN/2 of order N is
important for the N -legged gait with the left and right
symmetry. For the bipedal case of N = 2, finite group of
order 2 is uniquely given as C2 = D1. For the quadrupedal
case of N = 4, there are two finite groups of order 4, C4

and D2 = C2 × C2, and the latter is important for the gait.

V. FUTURE WORKS

Possible network for a quadrupedal gait will be clarified
based on the discussion in IV-B, and the dynamic transition
between the gaits will be analyzed as a mechanism of an
adaptation. The next extensions of the present model include
addition of external inputs, a change of a functional form for
the coupling, and a CPG model for 2n-legged locomotions.

REFERENCES

[1] Y. Kuramoto, “Chemical Oscillations, Waves and Turbulence”,
Springer-Verlag (1984).

[2] I. Nishikawa, S. Nakazawa and H. Kita, “Area-wide Control of Traffic
Signals by a Phase Model,” Transactions of the Society of Instrument
and Control Engineers, 39, pp.199–208 (2003).

[3] Y. Kuroe, M. Yoshida and T. Mori, “On activation functions for
complex-valued neural networks ”, ed. Okyay Kaynak et.al., LNCS
2714, pp.985–992, Springer (2003).

[4] I. Nishikawa and Y. Kuroe, “Dynamics of Complex-Valued Neural
Network and Its Relation to a Phase Oscillator System”, ed. Nikhil
Pal et.al., LNCS 3316, pp.122–129, Springer (2004).

[5] I. Nishikawa, T. Iritani and Y. Kuroe, “ Phase Dynamics of Complex-
valued Neural Networks and Its Application to Traffic Signal Control”,
International Journal of Neural Systems, 15, pp.111-120 (2005).

[6] T. A. Kuznetsov, “Elements of Applied Bifurcation Theory”, Applied
Mathematical Sciences 112, Third Edition, Springer (2004).

[7] Y. Asai, T. Nomura, S. Sato, A. Tamaki, Y. Matsuo, I. Mizukawa and
M. Abe, “A coupled oscillator model of disordered interlimb coordi-
nation in patients with Parkinson’s disease”, Biological Cybernetics,
88, pp.152–162 (2003).

[8] J.J. Collins, S.A. Richmond, “Hard-wired central pattern generators
for quadrupedal locomotion”, Biological Cybernetics, 71, pp.375–385
(1994).

[9] J.J. Collins and N. Stewart, “Coupled Nonlinear Oscillators and the
Symmetries of Animal Gaits”, Nonlinear Science, 3, pp.349–392
(1993).

88



 
 

 

  

Background—Animals need to detect the information about 
the external world surrounding them for survival, and it is 
known that there are two mode of sensory detection, namely 
passive and active detection. While it is just needed for animal 
to pay an attention to their sensory input for the passive 
detection, animal is also needed to move their body toward the 
external environment for the active detection. This active 
sensory detection should be one key concept for 
“Mobilligence”, but this is computationally challenging since 
animals brain have to regulate sensory and motor nervous 
system simultaneously. Exact neural mechanism for this dual 
regulation is not well understood. Since sensory flow and 
motor command is known to merge at various structure in 
our central nervous system (CNS), it has been assumed that 
sensorimotor integration would be occur in these areas. 
Theoretically, sensorimotor integration can be occurred by 
integrating sensory signal into motor command, vice versa, or 
both. Classic physiology has been focused on the integration 
or transformation of sensory signals into motor command (e.g. 
spinal- or posture reflexes) and neural mechanism for 
elucidating these integration has been well documented. On 
the other hand, several recent report suggest that the neural 
mechanism for integrating sensory input into motor 
command . For example, visual receptive field [1] or auditory 
map [2] is shown to be modulated by the motor system for 
controlling eye movement. Therefore, against the classical 
view, sensory processing during movement is not passive, but 
highly dynamic process since it can be modulated as a 
function of dynamics of ongoing movement by motor 
command. In this sense, movement itself may be an element 
for the initial stage of sensory detection. Our research project 
focuses on the neural mechanism for modulating sensory 
input during movement, particularly by motor command 
signals. In this report, I would like summarize our approach 
to elucidate this mechanism by focusing on presynaptic 
inhibition on the primary sensory afferents. 

I. INTRODUCTION 
 Normal motor behavior stimulates peripheral 
receptors, generating self-induced recurrent activity. For 
example, moving our limbs produces time-varying afferent 
input from cutaneous and proprioceptive receptors that is 
transmitted to the central nervous system (CNS), where it 
potentially interacts with motor commands and cognitive 
processes.  The extent to which this re-afferent input is 
incorporated into ongoing motor and sensory processing 
remains a key issue in understanding mechanisms of 
voluntary movement and perception. 
Movement-induced feedback arrives via afferent fibers that 
make synaptic contact with so-called first-order “relay” 
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neurons in spinal cord that transmit activity to local neural 
circuits [3] and to higher centers via ascending pathways 
[4]. These relay neurons represent one of the first stages at 
which peripheral input could be modulated, so any 
task-dependent changes in their responsiveness during 
normal behavior would have significant consequences. 
Responses of the relay neurons may be modulated by either 
presynaptic or postsynaptic mechanisms. Postsynaptic 
modulation via synaptic inputs would affect the neurons’ 
responses to many inputs, peripheral and descending, while 
presynaptic inhibition could reduce sensory inputs more 
selectively, since it can modify the efficacy of transmitter 
release from specific afferents [5].  Presynaptic inhibition 
operates in various relays of the visual, olfactory and 
somatosensory system and it is mainly mediated by 
axo-axonic GABAergic synapses which produce “primary 
afferent depolarization” (PAD) of the afferent fibers [5]. 
PAD reduces the amount of transmitter released by action 
potentials invading the presynaptic terminals, thus reducing 
the size of responses evoked in first-order and subsequent 
relay neurons.  In spinal cord, PAD in peripheral afferent 
fibers are typically evoked experimentally by a 
synchronous volley in other afferents or in descending 
pathways. To date, the degree to which PAD occurs during 
normal behavior could only be inferred from indirect 

evidence. Consequently, the occurrence and role of 
presynaptic inhibition in normal voluntary behavior 
remains to be tested directly in intact, behaving animals. 

Sensing while moving: exploring  a neural correlate of sensorimotor 
gating during voluntary movement 

Kazuhiko SEKI  

 
Fig. 1.  Schematic diagrams of the surgical procedure for 
implanting a stainless steel chamber over a unilateral laminectomy 
of the C5-T1 vertebrae and of the system for advancing metal 
recording electrodes through the chamber into the spinal cord 
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Using new techniques to record the activity of spinal 
interneurons in awake behaving (Fig.1, [6]), we found the 
most direct evidence to date that presynaptic inhibition 
operates in a behaviorally relevant manner during 
voluntary movement. Presynaptic inhibition reduces 
afferent input to the primate spinal cord during active 
voluntary movement, with potential effects on movement 
control and sensory perception. Data also suggests that this 
mechanism is evoked either by asynchronous volley from 
peripheral afferent (Experiment II) and descending motor 
commands (Experiment I and III). 

II. METHODS AND RESULTS 

A. Experiment I 
 Modulation of monosynaptic afferent input during 
voluntary movement 

Voluntary limb movements are controlled by many 
descending and sensory signals; descending systems send 
commands to spinal cord for the execution of specific 
movement, and afferent systems feed back the results of its 
execution to spinal cord and to higher centers. Interaction 
of these two systems is essential for proper execution of 
intended movements, and it is now widely accepted that 
most sensory and descending pathways share common 
spinal interneurons, many of which project to motoneurons. 
 The evidence that sensory and descending pathways 
share common spinal interneurons came from studies 
conducted exclusively in anaesthetised or decerebrated 
cats; and the activity of the "shared" interneurons is known 
to be modulated corresponding to the functional demand in 
each phase of movement. From this evidence, one can 
assume that several pathways controlling voluntary limb 
movement also share some spinal interneuron, and that the 
activity of the interneuron is modulated during voluntary 
movement in the primate, including human. However, 
activity of spinal interneurons under normal conditions of 
active behavior have rarely been examined. We, therefore, 
studied the activity of neurons in the spinal cord of awake 
behaving monkey to investigate the interaction between 
descending and sensory signals at spinal interneurons 
during voluntary movement.  

We documented afferent input to C6-T1 spinal 
interneurons (n=284) and their rate modulation in a monkey 
performing wrist flexion/extension movements in an 
instructed delay task. Cutaneous inputs (n=221) were 
evoked by electrical stimulation of the superficial radial 
nerve through a cuff electrode (2.6±1.5 x threshold for an 
afferent volley recorded in another proximal cuff). Muscle 
inputs (n=87) were evoked by bipolar stimulation of 
forearm muscle afferents through wire electrode implanted 
in forearm muscles. The amplitude of the responses of 
interneurones and their mean firing rate was calculated 
separately for from peristimulus time histograms (PSTH) 
for twenty-four epochs of task. EMGs were recorded from 
12-forearm muscles with pairs of indwelling electrodes. 
Cord dorsum potentials were recorded near the cord surface 
in each recording track (n=104) from the IN recording 
electrode. 

We found that the firing rate of interneuron which 
receive the cutaneous input (n=118) was higher (p< 0.01) 
during movement than during hold or rest phases of 

flexion/extension movements.  We also found that the 
responsiveness of interneurons from the stimulation on 
cutaneous afferent modulated as a function of task, and 
surprisingly the amplitude of responses were drastically 
decreased (p< 0.01) during active movement (Fig.2). Since 
the first-order interneuron (n=38), which receive 
monosynaptic input from cutaneous afferents also exhibit 
the same characteristics (p< 0.01), the depression of 
responsiveness during active movement was most likely to 
be induced by the presynaptic inhibition of afferent 
terminal onto the first-order interneurons. Furthermore, this 
suppression started 300- 400ms before the onset of muscle 
activity, suggesting that a part of suppression is induced by 
motor command, not only reafference. 

These results suggested that the peripheral information 
from cutaneous receptors are strongly gated during active 
movement by presynaptic inhibition. These mechanisms 
could be useful for brain to eliminate interference of 
peripheral sensory input with descending motor commands 
at spinal level.  

 

B. Experiment II 
Modulation of PAD by natural stimulation 

Electrical stimuli are known to activate multiple sensory 
afferent simultaneously, and natural stimuli induced during 
normal behavior of animals always activate their sensory 
receptors asynchronously. For example, electrical 
stimulation of muscle afferents activates all sub-threshold 
afferent simultaneously and they strongly activate 
postsynaptic neuron in spinal cord in an synchronous 
timing. In contrast, stretching skeletal muscle (natural 
stimulus) stimulates a number of intrafusal fibers in an 
asynchronous timing and which results in an asynchronous 
activation of multiple Ia afferents. Function of presynaptic 
inhibition in spinal cord has been studied in a number of 
early studies and electrical stimulation to the primary 
afferent has been used almost exclusively for inducing 
presynaptic inhibition. However, it is not known whether 
the natural stimulation to peripheral receptors could 
modulate the PAD and presynaptic inhibition in the 
monkey spinal cord. To investigate this issue, we delivered 
repetitive stimuli (5-20µA: 10Hz) to the cervical spinal 

Fig. 2.  Peristimulus time histograms (PSTH; bin width, 0.5 
ms) below raster plots of the action potentials. Each plot was 
aligned with the SR stimuli (blue line).  Trace above shows the 
CDP with afferent volley (CDV) marked by vertical green line. 
Height of each PSTH bin represents the normalized probability 
of spike occurrence per stimulus.  From top to bottom, 
responses compiled during different task epochs (indicated on 
torque traces to left): rest, active movement, active hold, and 
passive movement.  Number of stimuli delivered in each epoch 
shown above each PSTH.   
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cord [C6-T1] through an oval chamber implanted over 
vertebrae and recorded antidromic volleys (AVs) in the 
superficial radial (SR) and median (M) nerves through 
tripolar cuff electrodes implanted at the level of forearm. In 
each electrode track, we monitored orthodromic responses 
evoked by the electrical stimulation to M and/or SR, and the 
microstimuli were delivered to the site where the maximal 
size of orthodromic responses were recorded. By increasing 
stimulus current (5 to 20µA), the size of AVs increased 
progressively and multiple AVs (2-3) were frequently 
recruited at stronger currents. The stimulus current just 
above the threshold for each AV tested (11.4±1.7µA) was 
selected for the following test. Then, while delivering 
microstimuli (10Hz) to the spinal cord, we applied 
sustained mechanical stimuli (10s) to the receptive field of 
M (glabrous skin) or SR (hairy skin) alternatively by lightly 
brushing the radial aspect of the ipsilateral hand, and their 
effects on the AVs evoked in M and SR were examined 
(excitability testing). Result indicated that the size of AVs 
was altered by the mechanical stimulation in 59% (n=13) of 
AVs tested (n=22). The effect was either facilitation (50%; 
n=11; Fig. 2)) or suppression (9%; n=2), and, in average, 
the size of AVs was increased to 164% of the control (p< 
0.05). No obvious differences observed between the effect 
of brushing to the inside and outside of AV’s receptive field. 
We conclude that the asynchronous volley induced by the 
mechanical stimulation to the cutaneous afferent is strong 
enough to induce and modulate the PAD in the cervical 
spinal cord of monkey. The modulation of PAD may 
suggest that the PI induced by the natural stimulation could 
modify the sensory input from homonymous/ 
heteronymous afferents. 

C. Experiment III 
Modulation of PAD during voluntary movement 
Result from Experiment I and II indicates that presynaptic 

inhibition decreases the ability of afferent impulses to 
activate first-order spinal interneuron (IN) by descending 
motor command and natural stimulation to peripheral 
receptor. To further investigate this phenomenon, we 
examined the modulation of primary afferent 
depolarization (PAD) in monkeys performing a wrist 
flexion-extension task. We stimulated the superficial radial 
(SR) nerve (containing purely cutaneous afferents) and 
recorded evoked responses of single INs and local field 
potentials (LFP) in spinal cord [C6-T1]. When a 
monosynaptic response was observed (73 intraspinal sites; 
55 sites near INs, 18 with LFPs), we delivered microstimuli 

(1-20µA: 3-10Hz) continuously through the recording 
microelectrode and recorded antidromic volleys (AVs) in 
the SR through a tripolar cuff electrode. Single stimuli 
sometimes evoked multiple (2-8) AVs , possibly by 
activating afferent terminals with different conduction 
velocity. We calculated the size (area) of individual volleys 
(n=270) and averaged in each behavioral epoch [rest, cue, 
delay, movement, hold, etc]. In specific phases of the 
behavioral task the size of most volleys (58%) increased or 
decreased significantly relative to control period, indicating 
that PAD was modulated in a task-dependent manner. AVs 
showing modulation had faster conduction velocities than 
those without modulation (57.04+-13.04 vs. 53.20+-13.65, 
p<0.01), suggesting the primary target of PAD modulation 
could be faster conducting fibers (i.e. A-beta). The size of 
many volleys increased during active wrist movement 
against an elastic load, when monosynaptic unit responses 
and LFPs decreased. These data suggest that low-threshold 
cutaneous input can be modulated presynaptically by 
changing the amount of PAD in a behaviorally relevant 
way (Fig.3). 

III. DISCUSSION 
To detect informations about an external world, animal 

first make an active movement toward the environmental 
object of interest, and as a result, their peripheral receptor 
could capture the profile of object which is moved inside to 
their receptive field by movement. In this sequence of event, 
two kind of sensory information would be detected by 
brain; 1) information regarding to the target in their 
external world (object) and 2) sensory feedback generated 
by their own movement (reafference). Beside the former is 
essential for the feature detection of target, the later is 
essential for guiding their movement toward the target 
since they provides brain a real-time information about 

body position and current condition of movement. 
However, it is big challenge for brain to deal with 
reafference since they supply abundant information into 
central nervous system. For example, firing rate of single 
muscle afferent during locomotion achieves to 200Hz, and 

 
Fig. 4.  Summary of Experiment I and III 
During active movement, sensory input from cutaneous afferent are 
suppressed by motor command. 

 
Fig. 3.  Primary afferent depolarization evoked  by natural stimulation 
(brushing stimuli). While stimulating afferent terminal (1), dorsal 
surface of hand were lightly brushed by an experimentor (2). Note that 
the larger antidromic volley was evoked during brushing. 
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sum of input supplying from muscle afferents to CNS is 
estimated to be more than 800kHz [7] . 
  In our series of study, we found that the presynaptic 
inhibition on peripheral cutaneous afferent was maximal 
during active movement period in a voluntary motor task. 
From an anatomical and physiological perspective, spinal 
cord is one of the first relay of peripheral input, and the 
sensory information transmitted to the first order spinal 
interneuron affects the computation process in post 
synaptic systems for guiding their movement and detecting 
feature of object significantly. Therefore, attenuating 
sensory input at very early stage of sensory processing may 
have an advantage for reducing computational load for 
CNS. Our hypothesis is that abundant informations 
conveyed by peripheral afferent activated active voluntary 
movement is needed to be attenuated for reducing 
computational load of postsynaptic systems, and 
presynaptic inhibition may effectively suppress the sensory 

feedback before they arrived at the very early stage of 
sensory processing. 

Next important question to be asked is the context of 
sensory information which is suppressed or not suppressed 
by presynaptic inhibition. Besides attenuating sensory input 
is advantageous for reducing computational load, losing 
sensory feedback is obvious drawback for the future 
detection and movement guidance, two critical components 
of “Mobilligence”. It may be important for brain to reduced 
computational load without losing valuable sensory 
information. It is possible that presynaptic inhibition may 
act as a filter for selecting valuable information among 
abundant sensory input, rather than attenuating them in 
nonselective manner. One idea which may support this 
hypothesis is shown in Fig. 5 [8]. According to this model, 
self-induced “reafference” could be predicted by “efference 
copy” within the “internal model” of ongoing movement, 
and brain uses this “predicted” sensory feedback for 
guiding ongoing movement. Importantly, “predicted” and 
“actual” sensory feedback is matched at a comparator, 
where the “external influence” to sensory system is 
supposed to be extracted and a fragment of actual sensory 
feedback which has been matched with the predicted 
feedback are cancelled out. In this case, the comparator acts 
as a dynamic filter for canceling expected sensory input 
(reafference) and extracting an external event which are 
added during active movement (profile of object). In past, 
several experimental data has been suggested that the 
internal model for generating “predicted” sensory feedback 
may be localized in Cerebellum [9]. However, neural 

correlate of the comparator is not identified. We speculate 
that the comparator may exist in the early stage of sensory 
processing (eg. Spinal cord and brainstem) and presynaptic 
may work for filtering sensory input within these 
comparator. We are now planning a new experiment to 
confirm this hypothesis. 
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I. INTRODUCTION 
 HE aim of the research project of group C is to elucidate 
mechanisms underlying social adaptation in animals. In 

this year, subscribed research groups joined in this project in 
addition to the planned research groups. 

There are various organisms living on the earth, and they 
have succeeded to survive in the ever-changing environment. 
As the result of long history of evolution, the organisms have 
diverged into such a huge number of species. In their process 
of evolution, animals have acquired a nervous system to 
exhibit an adaptive behavior as the environment changes. It is 
important to understand the mechanism underlying the 
adaptive behavior to get an insight how the organisms have 
evolved. In addition, it is also important to elucidate the 
information processing system as a result of long evolutional 
history, and to apply them to engineering and our lives. We 
consider a society, which is a population of individuals, as 
one of the important environmental factors and try to 
elucidate the mechanism underlying social adaptation. 

 

II. CONTENTS OF THE PROJECT 
Participation of the subscribed research groups in addition 

to the planned research groups accelerate to promote our 
research project systematically using both invertebrates and 
vertebrates including humans. We are to reveal social 
adaptation mechanisms of animals by the following two 
approaches; 1) detailed biological studies at entire level of 
biological hierarchy, from genes and cells to behavior of 
individuals and/or populations, and 2) system engineering 
approaches using dynamical models and simulations of the 
biological phenomena found by biological researches. 

The research project is divided into the following four 
categories; 1) studies of the mechanism underlying socially 
adaptive behavior using insects as model animals, 2) studies 
of birds’ communication to elucidate the acquisition process 
of socially adaptive behavior, 3) studies of socially adaptive 
behavior in primates, such as monkeys and humans, 
especially focusing on social hierarchy and others 
understanding, 4) studies of interfaces between humans and 
machines (artificial substances) to understand the mechanism 
underlying social adaptation. Each research group consists of 
both biologists and engineers and they always interact each 
other. In the following paragraphs, research contents of each 
group are briefly introduced. 
 
 

 
A. Studies of the mechanism underlying socially adaptive 
behavior using insects as model animals. 

In the research groups using insects as model animals, both 
solitary insects, such as crickets or silkworm moths, and 
social insects, such as honeybees, ants or termites, are 
employed in our project. An insect brain consists of only 105 
neurons, which is less than 10-6 compared with those of 
mammals. That is why an insect brain is also called a 
“microbrain”. In spite of such a small number of neurons, 
insects have very sophisticated adaptive capability, e.g. 
higher brain function including learning and sociality. On the 
other hand, any present artificial systems and also present 
robots still do not have such a capability. We believe that the 
elucidation of the brain mechanism underlying insect 
adaptive behavior is quite useful for construction of adaptive 
system such as a distributed autonomous system. 

Aonuma and Kanzaki et al. have investigated how 
pheromone-induced behaviors in insects are modulated by 
the various environmental factors, including social 
communications. In the crickets, it is known that a male 
cricket show aggressive behavior to other males, and they 
start to fight each other. Once it loses, it shows avoidance 
behavior to others instead of aggression. They are to reveal 
the neural mechanism of this behavioral selection and 
elucidate the basic neural mechanism underlying social 
adaptation. In the silkworm moths, they are to understand the 
mechanism of adaptive behavior by testing animals’ 
behavioral responses to an artificially changed environment. 

Nagao et al. have studied the contribution of social 
experience to the development of instinctive behavior. In the 
cricket, the behavioral pattern to other crickets, especially 
aggression, is strongly affected by the socially environmental 
factor during their developmental processes. 

These biological research findings described above are 
shared with the groups of engineers, Ota, Kawabata, Asama 
et al. and Kurabayashi et al., and study of the social 
adaptation mechanism in insects is systematically promoted. 

Ota, Kawabata, Asama et al. simulate a dynamical 
behavioral model of the population of the male crickets and 
investigate the behavioral modulation of individuals in the 
population. In addition, a neural network model of the brain, 
in which the functions of nitric oxide system and biogenic 
amine system are involved, is also under construction. 

 
Kurabayashi et al. estimate the role of oscillators in the 

neuronal network. They consider that the function-structure 
relationship of the oscillator network plays a crucial role in 
the quick behavioral changing process. 

Group C: Social Adaptation 
Hitoshi Aonuma, Research Institute for Electronic Science, Hokkaido University 

T 
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Social insects, including ants, honeybees and termites, 
organize a colony based on division of labor, trophallaxis and 
formation of caste. A colony is often refereed as a 
“superorganism” because the colony itself behaves as like an 
organism. They try to elucidate the mechanism of colony 
formation from the aspects of recognition of nest mates, 
maintenance of the caste and learning of the social 
environment. 

Miura et al. have studied morphological and 
brain-functional differentiation during the developmental 
process in social insects. Using molecular biological 
approach, they try to reveal how these differentiations take 
place, and the effect of them to the performance of the colony. 

Ito et al. have investigated how honey bees transfer their 
information, which one learned during her foraging, to her 
nest mates after returning to the hive from flowers. They are 
also attempting to construct a model from behavioral 
observation. They are trying to reveal the socially adaptive 
mechanism by understanding of colony maintenance and 
information propagation in the insect colony. 
 Tsuji et al. have studied what kind of interactions among 
individual ants regulates their colony. They focus on the 
regulation of population density in the nest and the 
recognition of the size of the colony. Sugawara et al. together 
with Tsuji et al., perform simulation of a dynamical model of 
the ants’ behavior in the nest. 
 
B. Studies of birds’ communication to elucidate the 
acquisition process of socialyl adaptive behavior. 
 Communication, emotion and others understanding are 
important issues for the social adaptive mechanism. We try to 
tackle these issues using vertebrates including humans. Birds 
(zebra finch) are used for studying the acquisition process of 
the social adaptation mechanism. Japanese macaques are 
used for studying the process of social hierarchy formation. 
And for studying others understanding, humans and 
machines are used as the research objects. 
 Oka et al. are constructing a neural network model for a 
song discrimination mechanism in zebra finches. In birds, the 
hippocampal complex of the brain plays a crucial role for 
special memory, imprinting and song discrimination. The 
hippocampal complex is located on the surface of the brain, 
and because of this morphological feature birds have an 
advantage for the experiments such as molecular genetics, 
optical imaging and electrophysiology. They are trying to 
reveal the process of social learning in birds focusing on the 
hippocampal complex. 
 
C. Studies of socially adaptive behavior in primates, 
focusing on social hierarchy and others understanding. 

To reveal the neural mechanism underlying others 
understanding is important for elucidation of the mechanism 
of socially adaptive behavior in humans. The schizophrenic 
disorder, which is one of the social problems presently, is 
considered as a functional deficit of the brain mechanism for 
others understanding. 
 Kato et al. have focused on the social neuroscientific study 
of others understanding and adaptive motion in humans. In 

the behavioral study using an agency task, it is found that the 
patients with schizophrenic disorder have a problem with the 
sense of agency. They are now investigating the neural basis 
of visual line recognition and transductive effect of attention 
based on it using fMRI recordings and neuropsychological 
tests. They also try to develop a robot that recognizes visual 
line and behaves based on it. 

Fujii et al. have studied social adaptive behaviors based on 
the social hierarchy among individuals of Japanese macaques. 
They are aiming to elucidate the brain mechanism underlying 
the selection of socially adaptive behavior. In addition, they 
try to find a new algorithm to detect an intention of the 
monkey from its behavior. Using this algorithm, they also try 
to develop a new brain machine interface (BMI) by 
understanding nonverbal information expressed by humans. 
 
D. Studies of interfaces between humans and machines to 
discuss the mechanism underlying social adaptation. 
 Interfaces between humans and machines are useful tools 
to understand the mechanism of socially adaptive behavior. 
In particular, it is important to understand how we learn to use 
a machine as a tool, or in other words how we understand 
others, for establishing coordination between humans and 
automated machines. 
 Sawaragi and Horiguchi et al. have studied the design 
theory of mobile interfaces based on the social 
communication model. They try to investigate the process in 
which a human (an operator) get used to handle an automatic 
machine. The result of this study will lead to the elucidation 
of the common mechanism of others understanding in 
organisms and machines. 
  
 That is the brief description of the contents of the project. 
Detailed results of each research group are summarized by 
each group leader in the following chapter, respectively. 
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Abstract: Design principle of formation of sociality and that of 

adaptation in a society have been investigated. This project is to 
understand neuronal mechanisms of socially adaptive behaviors 
in animals. Insect communication behaviors such as pheromone 
behaviors provide great model system to investigate this issue. 
We have focused on cricket fighting behavior and silkworm 
moth orientation behavior that are both released by 
pheromones. Our biologist group mainly concentrated on 
revealing behavioral and physiological aspects of insect socially 
adaptive behaviors. Based on the results of our experiments, we 
collaborate with engineering groups to establish dynamic 
models to reveal mechanisms of social adaptation.  
 
 

I. Introduction 
Animals have evolved nervous systems as an adaptive 

function through long evolutional history of the organisms. 
Animals perceive many kinds of signals in changing 
environments and they quickly select and adjust their 
behaviors to the environments by choosing and switching 
neuronal program in the central nervous system. Animals do 
not always respond the same way to the same stimuli, which 
indicates that the state of central nervous system must be 
modified depending on their experiences as well as internal 
and/or external conditions. Environment is composed by lots 
of factors and we think society is also one of the important 
factors of animals’ adaptive functions. 

Insects have rather simple and identical nervous systems. 
Mammalians have about 1012 neurons in a brain. On the other 
hand, an insect brain has about 106 neurons and so it is called 
a “micro-brain”. Such insect brains allow us to access each 
neuron easily, which accelerate us to investigate how animals 
show socially adaptive behavior from cellular level to 
behavioral level analysis. We have here investigated 
mechanisms for formation of social status and socially 
adaptive behaviors, which are emerged from individual 
interactions among animals.  

One of the common goals of biologists and engineering 
researchers is to understand how nervous systems adjust 
animal behaviors to changing external environments 
including society. We will combine neuroethological 
approaches and system engineering approaches to understand 
how animals form social communities, how they learn and 
retain previous experiences and how they alter their behavior 
depending on dynamically changing environments, which 
will help us to unravel the universal design of central nervous 
systems. 

 
II. Aims 

The aim of our project is to unravel the neuronal 
mechanism of socially adaptive behavior to understand 

mobiligence of social adaptation. To understand how animals 
establish social organization and adapt the society, we have 
investigated 1) how animals show socially adaptive behavior 
in the changing environment, 2) how they recognize and 
distinguish each other, 3) how they divide labor and share 
knowledge. As a first step, we have focused on mechanisms 
that animals alter their behaviors in order to respond to the 
demands of changing circumstances.  

Insects have identical nervous systems and provide us a 
good model system to resolve our questions. Communication 
behavior using pheromones in insects must be one of the 
greatest model systems to investigate neuronal mechanisms 
of animal adaptive behavior. Most of pheromone induced 
behaviors in insects have been thought to be hard-wired: a 
behavior that could be turn on and off but with no plasticity. 
For example, male moths respond with a highly stereotyped 
response when they detect a pheromone plume released by 
females. However, some of pheromone behaviors are 
revealed to be modified by their previous experiences. 
Cricket aggressive behavior is an example of such pheromone 
induced behaviors. The response of males to the pheromone 
can be modified by the previous fighting experiences (1). 
Insects perceive information from changing environment and 
the signals perceived are processed in the microbrain to show 
adaptive behavior. The behavior of insects has been 
understood that internal factor such as internal timer, 
experiences and external environments drastically mediate 
threshold of releasing a behavior or behavioral pattern. In 
particular, previous social behavior such as mating behavior 
and agonistic behavior modulate following behaviors. In this 
study, we have focused on insect communication behavior 
using silkworm moths and crickets. We systematically 
construct dynamic models with collaborators belonging to 
C02 and C03 groups where we use results from cellular level 
experiments, neuronal network level experiments and 
behavioral level experiments to reveal neuronal mechanisms 
of socially adaptive behaviors. 

 
III. Achievements 

 We have investigated neuronal mechanisms of pheromone 
induced behavior in silkworm moth (Bombyx mori) and 
cricket (Gryllus bimaculatus). Insects’ behaviors seem to 
stereo-typed behavior; however most of behaviors can be 
modified by their social experiences, internal factor of 
individuals and different modality of stimuli etc. We focus on 
how animals alter their behaviors in order to respond to the 
demands of changing environments. 
 
 

Systematic understanding of neuronal mechanisms  
for adaptive behavior in changing environment 

Hitoshi AONUMA, Hokkaido University, Ryohei KANZAKI, The University of Tokyo 
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III-1. Pheromone experience and behavior threshold  
in silkworm moth 

 Habituation was observed when male moths continuously 
perceive sex pheromone from female moth. We have focused 
on the effect of serotonin (5HT) on neuronal mechanisms of 
habituation and dishabituation during pheromone induced 
behavior of male moths.   

Puff stimulation using bombicol (1000ng at 500ms) for 
30min significantly decreased responded behavior of male 
moth. This habituation to the sex pheromone continued for 
more than 30 min and recovered after 1.5 hr rest. 
Dishabituation was observed when odor stimuli using 
linalool (860µg, 500ms ×3) were given 5min after the 
bombicol stimulus. However inter stimulus interval was 28 
min, dishabituation did not occur (Fig. 1). To investigate the 
role of biogenic amines in the brain, we measured changes of 
biogenic amine levels in the brain of moths that showed 
habituation, and found that 5-HT level significantly 
decreased in the brain. 

 
 
These results showed that pheromone stimuli evoked 

habituation in insects and that ordinary odor could evoke 
dishabituation in animals. Furthermore, the timing of stimuli 
was important factor to evoke dishabituation. 

 
III-2. Convergence of visual information to pheromone 

processing circuit 
 The effects of visual information on pheromone induced 

behavior in male silkworm moth were investigated. The 
neuronal activities of neck motor neurons were recorded 
during orientation behavior that was released by sex 
pheromones from female. As a visual stimulus, optic flow 
was performed using a stripe pattern. When the stripe pattern 
was moved without any other stimulus, neuronal activity of 
neck motor neurons changed depending on the movement 
direction of the pattern (Fig. 2A). This indicates that the moth 
shows visual-motor reflection to correct differences of motor 
output using visual feedback. 

Optical flow from a particular direction strongly inhibited 
motor response to pheromone stimuli (Fig. 2B). This 
suggested that visual information converge onto the neuronal 
circuit of pheromone processing in the moth brain. 
Furthermore, this indicates that stereo-typed behavior that 
released by pheromone can be modified by environmental 
conditions including internal factors and external factors. 

In the central nervous system in insects, threshold releasing 
a behavior or behavioral pattern itself can be modified to 
adapt changing environment. Neuronal modulation must be 
an important factor in this mechanism. Pheromone is one of 
the important factors to evoke a particular behavior; however, 

previous experiences of perceiving pheromone or ordinary 
odor dynamically modify the priority of releasing behavior 
program. This suggests that different stimulus modality can 
be a trigger of switching behavior program in the brain.  

 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 

 
III-3. Construction of robot driven by insect 

 We are proposing a novel approach to reveal adaptation 
mechanism of animals using a robot system that is controlled 
by insects. It is important to evaluate interactions between 
adaptive behavior and environment. Using this robot system, 
we can manipulate motor output of insect behavior, which 
make us easy to evaluate the effects of different modality 
information on programmed behavior.  
 

 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
The robot has wheels to move any direction. The speed and 

direction of robot is controlled by a silkworm moth that is put 
on a treadmill ball (Fig. 3A). The movement of the treadmill 
ball was used as input of both side motor control of the robot. 
The movement of the robot represented moth behavior and 
the accuracy was 93%. Using this robot, we tested pheromone 
orientation behavior of the moth. The robot that was 
controlled by the moth orientated the source of the 
pheromone like male moths did. When motor output was 
manipulated to change speed twice faster than the movement 
by the moth control, the moth changed its movement to adjust 

Fig. 3. Wheel robot manipulated by silkworm moth. A: 
Overview of the robot. B: Orientation to the sex 
pheromones. The speed of wheel can be changed. 

Fig. 2. Effects of visual 
stimulus on neck motor 
neurons. A:  Response of 
left-side neck motor 
neurons (L-NMNs) to the 
optic flow stimulus from left 
to right. 
B: Inhibitory effect of visual 
stimulus on the activity of 
neck motor neurons. 

Fig. 1．Dishabituation caused by linalool stimulation 
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the speed of the robot and correctly orientated to the source of 
the pheromone (Fig 3B). 

This study demonstrated that using this kind of robot 
system we can manipulate motor function of insects and this 
allows us to reveal adaptive mechanisms of the nervous 
system in insects.  

 
III-4. Social experience induced behavior in crickets 
Cricket fighting behavior is focused to investigate how 

animals alter and adjust their behavior in order to respond to 
the demands of social environments. Male crickets suddenly 
start fighting against conspecific males as soon as they come 
across each other (Fig. 4A). This behavior is released when 
animals detect cuticular substances on the surface of male 
body. Once male cricket lose fighting, it is likely to avoid 
fighting again for 30-40 min (Fig. 4B). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The cuticular substance is thought to be a complex of 

hydrocarbons on the surface of cricket body (2). At moment 
the component of hydrocarbons that release aggressive 
behavior in male crickets has not been clear.  To reveal the 
nature of the cuticular substance that release aggressive 
behavior, we isolated forewing of male cricket to show other 
males. The forewing removed and kept for 3hr did not evoke 
aggressive behavior in males. Furthermore, if isolated 
forewing was treated heat with hot air condition for 20-30min, 
the effect of the cuticular substance on evoking aggressive 
behavior was vanished (Fig. 5). This demonstrated that the 
component of hydrocarbons in the cuticular substances that 
evoked aggressive behavior in males could be volatile or 
quickly degraded substances. It is importance to isolate a 
component of the cuticular substance that evokes aggression 
in males to study further neuronal mechanisms of fighting 
behavior of cricket. Then we have continued to analyze the 
nature of cuticular pheromone using biochemical methods 
with Yamaoka. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Social experiences such as fighting and mating alter 

following behaviors of animals. To investigate the neuronal 
mechanism of social adaptation in insect, the response of the 
male cricket to the cuticular substance that evokes aggression 
was examined after fight experiences as a first step. The male 
cuticular substances were extracted by chloroform. This 
extract evoked aggression in naïve males. However, males 
that lost fighting previously showed avoidance behavior to 
the extract (Fig 6). This demonstrated that the social 
experience drastically changes following behaviors in 
crickets. As a next step, we are planning to investigate 
neuronal mechanisms of socially adaptive behavior using 
cricket fighting behavior. The threshold of behavioral 
program or behavior selection mechanisms in the brain must 
be modified after social experience. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
III-5. Memory of fight experience in male crickets 

Social experience influences following behavior (3). In 
Male crickets, previous lost experience of fighting changed 
response behavior against male cuticular substances from 
aggression to avoidance (1). Pheromone information is 
processed in the antennal lobe in the brain and then the 
encoded signals transferred to higher region of the brain such 
as the mushroom body and the lateral lobe to select behavior 
program. The detail of the neuronal network that controls 
aggressive behavior has not been cleared. At moment we are 
to identify the neuronal circuit controlling aggressive and 
avoidance behaviors that are evoked by cuticular substances 
from male crickets. 

Pharmacological and behavioral experiments demonstrated 
that nitric oxide (NO) signaling system mediates aggression 

Fig. 4. Cricket fighting behavior. A: When male crickets meet each 
other, they suddenly start threatening, antennal fencing, and biting 
each other. B: Obligation of lost memory. Two round fighting was 
perform after different period of interval. 

Fig. 6. Response of male cricket that previously experienced fighting 
to the extract of cuticular substances. 

A

B

Fig. 5. The response of male 
crickets to the removed forewing 
treated with hot air. 
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level of male crickets and formation of social hierarchy. It is 
also demonstrated that the biogenic amine level in 
hemolymph mediates cricket aggression (4). Our previous 
work demonstrated that the stimulation to antenna using male 
forewing increased NO release around the antennal lobe in 
the cricket brain. Histochemical analysis showed that the 
distribution of putative NO releasing neurons and 
octopaminergic neurons overlapped in similar region of the 
brain (Fig. 7). We here hypothesize that NO/cGMP system 
mediate biogenic amine system in the cricket brain. NO and 
biogenic amines could work as neuromodulators in the 
nervous systems, which would mediate behavioral selection 
in the brain. 

 
 
 
 
 
 
 
 
 
 
 
 
 
In order to examine this hypothesis, we performed 

pharmacological and biochemical experiments with 
Murakami and Nagao. Biogenic amine levels of the brain 
changed after fighting behavior. Octopamine, serotonin, and 
dopamine levels seemed to slightly decrease in both winner 
and loser crickets. In the loser cricket octopamine levels 
significantly decrease in the brain if it was beaten 3 times 
within short period (Fig. 8A). This suggests that the 
octopamine level could decrease just after they start fighting. 
Male crickets release fighting behavior, if they detect 
cuticular pheromones, which increase releasing of NO in the 
brain. Thus NO could decrease octopamine level in the brain. 
As a next step, in order to examine NO can mediate biogenic 
system in the cricket brain; we measured biogenic amine 
levels using high-performance liquid chromatography 
(HPLC) after cricket brains were treated with NO-donor or 
NO synthase inhibitor. Head injection of NO-donor NOR3 
increases NO level in the brain, which activates soluble 
guanylyl cyclase to increase second messenger cGMP in the 
target cells of NO (5). After NOR3 treatment, the level of 
octopamine in the brain significantly decreased (Fig. 8B). On 
the other hand, NO synthase inhibitor L-NAME and soluble 
guanylyl cyclase inhibitor ODQ significantly increase 
octopamine level in the brain. This strongly suggests that NO 
decreases octopamine level in the cricket brain. 

Our previous experiment showed that head injection of 
L-NAME partly inhibits retaining of the beaten experience. 
The cricket treated with L-NAME challenged to attack the 
winner cricket in the previous fight. Together with the results 
we got, we suggest that NO system induced biogenic amine 
system in the brain and that it could play important role to 
maintain socially adaptive behavior in insect. Now we need 

further experiments to understand neuronal mechanisms of 
fighting behavior of the cricket. By sharing these biological 
achievements with members of group C02 and C03, we are 
building a behavioral model and internal models.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
IV. Conclusion and future plan 

 Neuronal mechanisms of communication behavior in 
insects have been investigated to reveal socially adaptive 
function in animals. The study of pheromone induced 
behavior of the silkworm moth indicated that both internal 
and external factors of environment modulate pheromone 
behaviors that have been believed hard-wired. These results 
propose it is important to consider effects of the interaction 
between environment and socially adaptive behaviors. The 
study of cricket fighting demonstrated neuronal mechanisms 
of formation of social hierarchy. NO/cGMP system deeply 
link with biogenic amine system in the brain. These results 
indicate that NO induced biogenic amine system would play 
important roles to maintain socially adaptive behaviors.  

As for the next plan, we will continue to study adaptive 
behaviors, in particular, neuronal mechanisms that produce 
socially adaptive behaviors. We will also evaluate established 
dynamic models by C02 and C03 groups to perform further 
biological experiments and will feed back the biological 
achievement to improve each model.   
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Fig. 7. A: NADPH-diaphorase histochemistry on cricket 
brain. B: Octopamine like immunohistochemistry on cricket 
brain. 

Fig. 8. Octopamine levels in the cricket brain. A: Octopamine level 
decreased significantly after losing fight 3 times. B: Effect of 
NO-donor NOR3, NOS inhibitor L-NAME and soluble guanylyl 
cyclase inhibitor ODQ on the level of octopamine in the cricket 
brain.

A B 
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Modeling of Neuronal Mechanism of Fighting Behavior in Crickets 
Jun OTA, Hajime ASAMA, The Univ. of Tokyo, Kuniaki KAWABATA, RIKEN 

 
 

Abstract: We have investigated how animals behave in a social population. Insects provide good model systems 
to investigate neuronal mechanism underlying adaptive social behaviors of crickets. Cricket agonistic behavior 
must be a good model system to understand the mechanism how circumstances change animal behavior 
depending on previous experiences. Here we perform mathematical modeling of male-male interaction among 
cricket population. We propose a behavioral model of crickets and a neuronal mechanism model of them. As 
application of the proposed models, we propose a foraging algorithm of multiple mobile robots as one 
application of the proposed models. We show the effectiveness of the proposed models through simulations.  
Keywords: crickets, adaptive behavior, multi-agent robot systems 

 

1. Introduction 
 

Many living things in the natural world consists a kind 
of societies through the interaction with each other. They 
are surviving themselves with cooperation and 
competition. This fact shows that each individual has the 
ability of generating adaptive social behavior in 
complicated and diversified environments. We believe 
that it is very important to clarify the underlying 
mechanism of the adaptation. 

Insects provide good model systems to investigate 
neuronal mechanism underlying adaptive behaviors. We 
focus on crickets, which generates characteristic social 
behaviors such as pheromone behaviors, avoiding 
behaviors, and fighting behaviors. We focus on fighting 
behaviors of male crickets as a first step of the study. We 
set the purpose of our study as modeling o neuronal 
mechanism of the fighting behavior in crickets through 
the system engineering approach. 
 
2. The effect of social population 

 
Aggressive behavior of male crickets is released by 

cuticular substances on the body surface of male cricket 
and the aggressive levels escalate until one of male 
crickets evacuate from the fighting. This agonistic 
behavior establishes social status between two male 
crickets.  

Subordinate males retained pervious losses as short- or 
mid-term memory. We observed the behavior of loser 
male cricket that lost in the first fighting. The subordinate 
crickets avoid fighting against dominant males if 
inter-engagement interval is short. This avoidance 
behavior changed to aggressive behavior if the interval is 
getting longer. 

When the crickets interact with each other, we can find 
very interesting group structure. That is: (a) when the 
density of crickets was low, fighting behavior showed 
rather random pattern. (b) When the density was middle, 
only one cricket beat other crickets to keep dominant 
status. (c) When the density was high, almost all crickets 
always moved to avoid interaction among other crickets. 
We call such a dynamic group structure as “the effect of 
social population.” 
 
3. Neuronal mechanism of crickets having social 
adaptive behavior 
 

We seek for modeling social adaptive behavior of 
crickets. We are going to model with the following two 
steps. 

1. Behavioral modeling of crickets that verifies how 
the group structure can be self-organized from 
individual behavior of crickets 

2. Neuronal modeling of the individual cricket that 
connects the sensor signal input and primitive 
behavior output. 

Each modeling is discussed in the next two sections. 
３．１ Behavior Modeling of artificial crickets 
  First of all, observation ability and motion ability are 
assumed as shown in Fig. 1. This is determined based on 
real characters of crickets. We defined a personal field of 
crickets. We focused on male-male interactions and 
established a modeling of cricket agonistic behavior. The 
cricket behaviors were simplified to three major primitive 
patterns that were wandering, avoiding and fighting as 
shown in Fig. 2. We simulate our model by changing the 
density of the artificial cricket population. 
  The rules of artificial cricket behaviors are as follows: 
a) Wandering: The cricket walks around randomly with 
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going straight, turning left or right, and stopping and 
staying at the same position. 
b) Avoiding obstacle: Artificial crickets sense objects 
using their antennae. When one of antennae touches a 
wall of obstacle, they will turn opposite side. In case, the 
antennae touch an obstacle at the same time, they will 
turn left or right randomly. When they arrive at a corner, 
both of their antennae will touch the obstacle and then 
they will again to turn left or right side. 
c) Fighting: If another cricket comes into its personal 
field, one will turn to the alien to start fighting. The 
fighting will not finish until one of them gives up 
continuing fighting. Subordinate turns and escapes from 
dominant opponent. The subordinate will avoid opponent 
for a while. On the other hand, dominant recognize its 
win if opponent cricket goes apart from his personal field. 

Crickets change their behavior based on their 
experiences. Hence, we need at least one internal state 
variables for the cricket model. The probability (P) of 
losing at cricket fighting depends on a parameter α that 
runs from 0 through 1. The parameter α describes an 
internal state of the cricket. We determined this parameter 
from the behavior experiments of crickets. The value of α 
decreases gradually depending on time. Losing at fight 
increases the value of fight but decreases while winning 
at the fight.  

(0 1)P α α= ≤ ≤     (1) 

The value of α is revised with the following equation. 

1 (1 )n n lose lose win winα ω α ε η ε η+ = − + −   (2) 

Here, 

1 1
,

0 0lose win
⎧ ⎧

= =⎨ ⎨
⎩ ⎩

if lose if win

else else
η η  

, :win lose，ω ε ε design parameters 

We simulate how crickets change their behavior 
depending on the density of animal population. Three 
kinds of fields (128×128(pix) ， 256×256(pix) and 
512×512(pix)) are utilized for simulations. The number 
of crickets is fixed to four. Fig. 3 (a) shows the results of 
the simulation with higher density. The value of 
α converged to rather high values and most of animals 
avoided each other. Fig. 3 (b) shows the simulation 
results of middle density. Only one cricket usually 
increased its α value, which means that the cricket 
becomes dominant. Fig.3 (c) shows the situation of the 
low density. In that condition, α did not converge. The 
rate of taking aggressive behavior of each cricket 
becomes almost the same and those values are not so 
low.  

The simulation results indicate that the proposed 
simulation model can demonstrate that cricket behavior 
can be modified by the previous experiences. The 
behavior of the artificial crickets was described by using 
a probability that is defined by the parameter α. 
Optimization of the simulation model suggests that the 
cricket behaviors among males were mainly influenced 
by the previous fighting experience in the particular 
previous losses. The simulation results are similar to that 
of behavior observation results of crickets, suggesting 
that the parameter α must contain internal model that 
must be neuronal modulation system in animals.  
３．２ Neuronal circuit modeling of the cricket’s brain - 
from sensory input to behavior selection – 
  There are many scientific research related to neuronal 
cells of the cricket’s brain and it is well-known thing 
that Nitric Oxide/cyclic Guanosine MonoPhosphate (NO / 
cGMP) cascade and amine system like Octopamine(OA), 
Dopamine(DA) and Tyramine(TA) affect to the 
aggressiveness of the cricket. Actually, in cricket fighting 
behavior, the amount of OA significantly differs among 

Fig.2 Behavioral model of the artificial cricket 
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Fig.1 Shape of the artificial cricket and its personal 
field 
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Fig.3 Simulation results of the behavior of artificial crickets 

no-fighting one, before and after fighting (Aonuma's data, 
not published). It is important to construct a neuronal 
circuit model based on biological knowledge and data 
with no contradiction for understanding dynamic 
activities in the cricket’s brain. In reference [3], an 
adaptive behavior selection method is proposed (Fig. 4) 
and it adopts the function of neuromodulator in the brain 
of the cricket as a model. The model consists of a 
diffusion equation for NO concentration, differential 
equations for cGMP and OA concentrations and a 
threshold model for behavior selection utilizing OA 
concentration. The se components are connected in series. 
Since the hypothesis which OA concentration will affect 
behavior, we assume that fighting behavior is selected 
when OA is over the threshold (0.5) and avoidance 
behavior is selected when OA is under that. By the 
computer simulations, we observe that a rising trend in 
cGMP concentration by the upturn in NO concentration 
and a consumption in OA concentration by a rising trend 
in cGMP concentration. As memory mechanism of defeat 
experience in fighting behavior, it assumes that OA 
concentration of the winner increases by a certain value 
and the one of the loser reduces by another certain value 
in proportion to fighting period. Figure 5 shows the 
response of internal state of the winner and the loser in a 
time series. The winner continually takes the aggressive 
state because OA concentration is over the threshold. The 
loser takes the negative state (under the threshold) for a 

short time. These results indicate that proposed model is 
not to contradict to biological data and is an explicable 
one for an internal structure of the cricket’s brain. As 
future work, we consider applying the effect of other 
factors in the brain to proposed neuronal circuit model 
and also examine to construct an explicable model both 
of internal physiological state and swarm behavior based 
on the interaction among individuals. 
 
4. Foraging task realization by multiple mobile 
robots 
 
 We have proposed the model for neural mechanism of 
cricket fighting behavior. The problem statement in this 
section consists of the following two motivations: 
• We would like to discuss the reason and the rationality 

of the adaptive behaviors of crickets depending on the 
density of the crickets. 

• We would like to apply the adaptive behavior of 
crickets to behavior generation problems of multiple 
mobile robots. 

There have been many studies regarding modeling 
behaviors of biotic communities (for example, ref.[4]). 
The characteristic of the proposed model in the former 
section is that animal behaviors become varied based on 
the density of the animals, and that the dynamical change 
of the animal behaviors can also be modeled. We have 
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proposed foraging behavior of multiple robots in 
consideration of the working efficiency in [5]. The 
model is proposed for a foraging task of multiple mobile 
robots based on their activities, The performance index is 
defined to examine the working efficiency per movement 
distance of all the robots. We show the effectiveness of 
the model with the comparison model through computer 
simulations. In the comparison model called fixed 
number model, only the fixed number of robots can 
move actively. The simulation results show that the 
proposed model produces better working efficiency than 
the comparison model in average. The average of the 
performance index PI is 22% higher than the maximum 
in the comparison model. The robots in the proposed 
model can change their activities adequately based on 
mutual interaction and interaction with foods. This result 

shows the effectiveness of the proposed behavior model 
of multiple mobile robots. 
 
5. Conclusion 
 
 We have investigated how crickets behave in a social 
population. We have proposed the behavioral model and the 
neuronal model of crickets, and have shown the 
effectiveness of the models through simulations. We have 
also extent the model to the foraging task realization of 
multiple mobile robots. 
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Fig.6 Relationship between the field size and the 
performance index 
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Analysis of adaptive behaviors emerged by functional
structures in interaction networks

Daisuke Kurabayashi, Tetsuro Funato

Abstract– Insects have only a little brain but the behavior is highly adaptive. We consider that physical
structure of the interaction network works on the creation of the brain function and model the behavioral
processor that controlled by its structural disposition. In this research, we investigate mechanisms for
intelligent behaviors from the viewpoint of network property. We focus on (i) modeling of behavior-switching
by nonlinear oscillator network, (ii) direct feedback system employing actual brain of silkworm, (iii) extended
pheromone model for emergence of transportation network.

Key Words: Network, oscillator, virtual body

1 Introduction
In this study, we investigate adaptive behavior

switching mechanism. A moving individual obtains
many types of information through interactions with
other individuals and environments. Creatures can
adaptively feed back conditions around it to adaptive
behaviors.

Robots, artificial products can work perfectly only
in limited environment. Insects have high adaptabil-
ity with limited resources. So, we have focused on the
aspect of network property in some levels observed in
creatures.

Nowadays, the graph theory indicates functionality
of network structure[1]-[4]. Some researchers have in-
sisted some structural functionality in creatures[1][5].
In this research, we investigate mechanisms for intel-
ligent behaviors from the viewpoint of network prop-
erty. We focus on (i) modeling of behavior-switching
by nonlinear oscillator network, (ii) direct feedback
system employing actual brain of silkworm, (iii) ex-
tended pheromone model for emergence of transporta-
tion network.

2 Oscillator network model for behav-
ioral processing

2.1 Input from antenna robe

We have construct a behavior switching mecha-
nism employing nonlinear oscillator network[6]. We
have considered correspondence among artificial mo-
bile robot and natural behavioral processing by real-
izing analog processing system.

Odor information obtained by antenna is catego-
rized by glomeruli in antennal lobe. Then, the signal
is transferred to mushroom body and pre-motor neu-
rons by projection neurons (PN)[7]. PN are connected
with local inter neurons (LIN). We simplify the signal
flow as Fig. 1.

Some researches say that the odor information is
coded by oscillate signals around 15-30[Hz][8], and it
causes synchronization effects[9]. Therefore, we em-
ploy nonlinear oscillator network to model the effect.
Figure 2 shows the model, where a small circle indi-
cates an oscillator.

anttenal lobe

LPr, MPr

motorantenna

local inter neurons
glomeruli

Fig. 1: Information flow through antennal lobe

motor

anttenal lobeantenna

Fig. 2: Connection of oscillators

2.2 Behavior changing model with oscillator
We regard that network structure is connection be-

tween oscillators, a behavior corresponds a set of syn-
chronized oscillators, respectively. When oscillators
have different eigen　 frequencies, as Fig. 3(a), they
do not synchronize without external input. When we
feed cyclic signal into the black circle, oscillators may
synchronize.

Synchronization depends on both difference be-
tween eigen frequencies and weight of connection[10].
So, we can design a network as Fig. 3 where 6 oscil-
lators have 0.5-1.0 eigen frequency and they can syn-
chronize input signal within ±0.05 difference of fre-
quency.

Network structure effects the synchronization con-
dition[11]. When we change the network as Fig. 3(b),
supposing the effect of neuromodulators, the sets of
synchronized oscillators are changed as Table 1.

2.3 Output of network

The formulated network does not depend on any
specific oscillator. Here we employ van der Pol (VDP)
oscillator (1) that is the most well-known one.

ẍ1 − ε1(1 − x2
1)ẋ1 + ω2

1x1 = 0 (1)

The synchronization effect is represented as (2).
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(a) no interconnection (b) with local connections

Fig. 3: Network with and without local connections
Table 1: Synchronization among oscillators

Input w Sync. Osci.
(a) (b)

0.55 None None
0.65 O1+O2 O1+O2+O3

0.75 O2+O3 None

xi(t + 1) = x̃i(t) + ε

⎧⎨
⎩

1
Ni(t)

Ni(t)∑
j=1

xj(t) − xi(t)

⎫⎬
⎭ (2)

,where x̃i(t) shows the state valiable after calculation
by (1).

We can implement VDP oscillator by analog circuit
with tunnel diode (Fig. 4) Structure manipulation
corresponds to addition of R1 and R2. Terminal out
1, out 2, out 3 correspond to O1, O2, O3 in Fig. 3. Fig-
ure 5 shows the implemented system realizes behavior
switching as Table 1. When we make out 1+out 2 (or
out 2+out 3) and then avoid under certain thresh-
old level, we can make output signal high duty ratio
when oscillators are synchronized, low when they do
not, respectively.

We can realize behavior switching between aggres-
sive and avoidance state by applying the circuit to a
simple mobile robot like Braitenberg vehicle[12](Fig.
6).

3 Behavior feedback system with in-
sect brain

3.1 Feedback behaviors to neural system
We are investigating the mechanism and the per-

formance of insect brain. We build direct control sys-
tem of robotic/simulated body by neural system of
silkworm in order to emulate feedback of behavioral
outputs.

400
R2

400
R1

L=500mH
VDP-

L=700mH
VDP-

V1

L=300mH
VDP-

R4 400

R5 400

R6 400

out1

out2
out3

A VDP oscillator

Input 2
(L=800mH)

Input 1
(L=800mH)

Output 2
(L=900mH)

Output 3
(L=700mH)

Interaction coefficients
(Resistance)

Output 1
(L=1100mH)

Fig. 4: Implementation of oscillators

O1

O3

O2

O1

O3

O2

(a) without local connections(b) with local connections

Fig. 5: Outputs depend on the local connections

Moter Moter

1.1

1.0

0.9

1.2

0.8

Fig. 6: Model for simple mobile robot

A male silkworm searches a female as odor-source.
Because odor information is not smooth in the air, the
searching procedure is not trivial problem. We can re-
gard that the brain of silkworm is adaptive controller
against complex airflow.

Kanzaki et al. (group C01-01) inspect biological
properties of the silkworm’s brain, and they have in-
vestigated emergence of adaptive motion by a mobile
robot[13]. However, we still can find difference among
the model and a living silkworm.

Here, we directly connect silkworm’s brain to
robotic body, and then investigate its adaptability by
manipulating properties of body and environment.

3.2 Combining virtual body

Steering of a silkworm is controlled by its brain.
Motion commands are translated into the movement
of six legs, then silkworm body moves. According to
the motion, antenna may encounter new odor infor-
mation, then it generate next motion command. We
observe neck motor neuron (NMN) that has high cor-
respondence with motion commands to legs.

We have implemented preliminary experimental
system indicated in Fig. 7, 8. In this system,
we incorporate signal of NMN into PC. It decodes
the command signal into two motions; left or right
turn. According to the motion commands, robotic

O SC

Pheromone
source

Electromagnetic
valves

OSC. AM PAMP

<Biology> <Robotics/Simulator>

Virtual field

Virtual neckVirtual pheromone

Sensors

MPU

M

Fig. 7: Schematic view of the experimental system
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Fig. 8: Virtual neck system

Fig. 9: Odor-searching of virtual body driven by brain
(white dots indicate the trajectory)

head with sensor moves on an simple field on which
pheromone plume. When the sensor finds the plume,
electronic valve provide chemical pheromone to actual
silkworm’s head. According to this feedback system,
we confirm that we can realize odor-searching behav-
ior with robotic body and actual brain.

We also build virtual field and virtual body instead
of the mechanical head as a simulator on PC. In the
simulation, we set virtual odor-source and provide
pheromone plume to virtual body. When an antenna
touches the plume in the simulator, we put chemical
pheromone to actual silkworm’s antenna. We monitor
the output of NMN, then we move the virtual body
according to the decoded signal.

By considering airflow by wings of a silkworm, the
virtual silkworm achieves the odor-source with around
20% ratio. We can also observe characteristic move-
ment of searching behavior of actual silkworm in the
simulator(Fig. 9).

We are now working to put the brain on actual mo-
bile robot in order to investigate adaptive behavior
switching during odor-source searching.

4 Network emerged by negotiation
with environment

4.1 Emerging network by small agents
Many different networks are found in our environ-

ment. In the field of the emergent systems, some for-
mer studies have proposed certain models that rep-
resent the foraging networks of ants. However most
of these studies have only considered movements be-
tween the nest and few feeding places. Here, we for-
mulate and examine an autonomous organization sys-
tem for a transportation network system. We focus on
the emergence of network topology through interac-
tions among agents and their environment considering
properties of pheromone[14].

We assume a task in which many robots trans-

port objects. The environment is a 2D plane where
Nv nodes (cities) are located. We denote a set of
nodes as V = {v1, v2, · · · , vNv}. We denote a set
of possible connections between the nodes as E =
{e1, e2, · · · , eNe}, where Ne = NvC2. There are Na

agents. Suppose Na > Ne. A transportation task
occurs at random. The probability of generating an
order from the ith node to the jth is equal to 1

Ne
.

We assume that an agent decides its route for or-
dered transportation and uses the Dijkstra algorithm
for minimizing the total cost for traversing the net-
work. We denote the route of an agent i as ri =
(ei1, ei2, · · ·eim), where m indicates the number of
edges contained in the route. Then, union of routes
W = ∪iri produces a graph G(V , W ).

4.2 Property of emerging network

By considering density of pheromone, we state that
a transportation line (an edge on a graph) that is used
by many agents has a low traversing cost, while the
one that is used by few agents has a high cost and its
use may be discontinued. We formulate the density
through a route i of an agent, ηi by (3).

ηi =
Na

Ne

1
|ri| (3)

where |ri| =
∑

{j|ej∈ri} |ej |.
If an edge is included in many routes, its density

increases. The density ρj of an edge j is obtained by
using (4).

ρj =
∑

{i|ej∈ri}
ηi (4)

We can consider that dense pheromone helps an
agent navigate efficiently. In (5), we formulate the
cost function fi according to the expected steps need
to traverse an edge ei. This cost function depends on
the length of the edge and its connectivity pi(ρi) to
the goal.

fi(|ei|, ρi) =
|ei|

pi(ρi)
(5)

We have carried out some simulations in order to
verify the autonomous adaptability of the transporta-
tion network by using the proposed model. We have
considered the total number of agents as 1000, 3000,
5000, 10000. Figure 10 shows the converged states
under these conditions. The number of nodes is 60.

When the number of agents is extremely small
(1000), every agent proceeds to its destination di-
rectly similar to walkers. In the case of 3000 agents,
the transportation network forms a tree graph similar
to the flight network of airlines. These results show
that agents try to concentrate on edges that require to
be maintained. Figures 10(c)-10(d) show that 5000-
10000 agents form loops that connect the leaves shown
in Fig. 10(b).
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(a) 1000 agents (b) 3000 agents

(c) 5000 agents (d) 10000 agents

Fig. 10: Emerged Networks

We have found that the emerged networks have
small world like property, which provides highly con-
nectivity with low number of edge. We can say that
pheromone-like network system is still effective in
multi-node environment.

5 Conclusion

In this research, we investigate mechanisms for in-
telligent behaviors from the viewpoint of network
property. Insects have only a little brain but the be-
havior is highly adaptive. We consider that physi-
cal structure of the interaction network works on the
creation of the brain function and model the behav-
ioral processor that controlled by its structural dis-
position. We formulate behavior-switching by nonlin-
ear oscillator network, build direct feedback system
employing actual brain of silkworm, and investigate
extended pheromone model for emergence of trans-
portation network.
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Abstract—In colonies of social insects, there are various 
castes, among which tasks are allocated. As the results, we 
can see the elaborate social behavior in those insects.  
Furthermore, the complicated communication system is 
also required for the integration of such behavior. 
Through various approaches, we are investigating the 
molecular and neurophysiological basis of organized 
behavior in social insects, to understand the mechanism 
and evolution of insect society, and to find out new 
concepts in relation to the autonomous decentralized 
systems. 

I. INTRODUCTION 

  Termites (Order Isoptera), ants, wasps and bees (Orde 
Hymenoptera) organize colonies, live together with their 
related individuals, and perform elaborate social behavior [1].  
In the colonies, there are reproductive and sterile individuals, 
and those sterile ones are helpers that are engaged in altruistic 
tasks such as foraging, nursing, defense, etc.  Those types of 
individuals that specialize in certain tasks are called 'castes'.  
Although a number of mysteries are found in societies of 
those insects, one of the fundamental questions is that what 
mechanisms underlie the caste differentiation.  Probably the 
regulations of this mechanism contribute to the system of 
social behavior in these insects.  In this article, we introduce 
our studies on the mechanisms regulating social behavior in 
termites, honeybee, and ants.  We are mainly applying 
molecular and neurophysiological techniques to analyze the 
social systems such as caste differentiation and nestmate 
recognition. 
 

II. DIVISION OF LABOR IN TERMITE SOCIETY 
We previously investigated on the social behavior of the 

black marching termite Hospitalitermes medioflavus.  This 
termite species make processional columns along tree trunks 
etc. at forest floors to forage lichens.  The workers graze good 
materials and make foodballs which are carried back to their 
nests.  In this species, the reproductive and sterile castes 
differentiate at the relatively early stages of postembryonic 
development.  Furthermore, among sterile individuals, castes 
are differentiated according to their sexes.  Because of this 
special system of caste development, they successfully 
produce various types of castes based on the sexes and larval 
stages [2].  As the result of the detailed observation, we found 
that there are three types of workers, minor (male), medium 

(female) and major (female) workers.  In addition, tasks of 
workers are subdivided mainly into two, i.e. gnawers and 
carriers.  Major workers are exclusively engaged in the 
carrying task, while minor workers are engaged in the 
gnawing.  Medium workers are involved in both tasks (Fig. 1) 
[2].   This task allocation system is possible in termites, 
because termites are hemimetabolous so that immature 
juveniles possess similar body plan to imagos, and because 
there are both sexes among sterile individuals in termits. 
 

 
Fig. 1. Division of labor among workers in the black-marching termite. 
 
  As seen in the division of labor in the black marching 
termites, caste differentiation, i.e. morphological and 
behavioral specialization, is important for the sophisticated 
social behavior.  Therefore, we investigated the detailed 
mechanisms of caste differentiation in more manegeable 
species under the experimental systems.  

III. CASTE DIFFERENTIATION AND ASSOCIATED GENE 
EXPRESSIONS IN TERMITES 

As mentioned above, the termite social behavior is 
organized elaborately by task allocation and cooperation.  In 
order to accomplish the social behavior, there must be at least 
two intrinsic mechanisms in termites.  The first mechanism is 
that all individuals possess a set of genes (a genome) that 
enable them to differentiate into any castes.  Similar 
mechanism is seen in the cell differentiation of multicellular 
organisms, in which all of the cells include the genomic 
information that is required for any cells constituting the 
organismal body.  The second mechanism is to regulate the 
caste ratio in a colony.  If all of the individuals differentiate 
into soldiers, the colony should be destroyed because they 
lack reproductive options.  For this reason, they have flexible 
options that can change the caste fate during their 
developmental processes.  Namely, each individual can 
change the physiological status in response to the 
environmental factors, followed by the change of 
developmental pathways.  Thus, by means of mechanism of 
"polyphenism" and "feedback", termites can realize the 
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appropriate caste ratio under a certain environment [4].  In 
order to uncover the developmental mechanisms of caste 
differentiation, we investigated the differential gene 
expressions among different castes in termites.  
 

 
Fig. 2. Soldier differentiation in the damp-wood termite. 
 

As the study material to investigate caste-specific gene 
expressions, we chose the Japanese damp-wood termite 
Hodotermopsis sjostedti.  In this species, soldiers are 
differentiated from pseudergates, which function as workers, 
via presoldiers (Fig. 2).  In the process of soldier 
differentiation, the anterior part of the body is exaggerated 
being suitable for defense and attacking.  Especially, the 
elongation of mandibles is conspicuous.  In this process, 
juvenile hormone (JH) plays important roles as an endocrine 
factor to regulate the physiological changes, which eventually 
induce the proliferation of epithelial tissues of mandibles (Fig. 
3). 
 

 
Fig. 3. Elongation of mandibles in the course of soldier differentiation in 
the damp-wood termite Hodotermopsis sjostedti. 
 

So far, we have identified several genes which specifically 
express during the course of soldier differentiation, and genes 
specifically express in mature soldiers.  The former ones 
should be required for the building soldier forms, and the 
latter should be required for the maintenance and/or function 
of soldiers.  For examples, Cytochrome P450 and Ciboulot 
genes were identified from the individuals that entered the 
soldier differentiation by the application of juvenile hormone 
analogue (JHA) [5, 6].  Those genes probably respond to the 
JH action and induce the special morphogenesis forming the 
defense morphology.  We are now trying to establish the 
experimental methods using RNAi (RNA interference) that 
examine the function of these genes.  In addition, we are 
analyzing the expression dynamics of transcription factors 
and signal transduction factors, which seem to regulate the 
soldier morphogenesis. 

Furthermore, the gene termed ‘SOL1’ that were identified 
in mature soldiers, was shown to express extensively in the 

mandibular gland which is known as an exocrine gland (Fig. 
4) [7].  Recent experimental analyses showed that the product 
of this gene was a secretory protein, which is secreted 
externally in a large amount from the mandibular glands 
(Miura, unpublished data).  In addition, based on the 
prediction of tertiary protein structure, it has been revealed 
that the SOL1 protein belongs to the lipocalin family, 
suggesting that this protein is transferred between colony 
members.  From these results, we predict that the SOL1 
protein may be involved in the communication among 
individuals and/or the regulation of caste ratio in termite 
colonies. 
 

 
Fig.4. Soldier-specific gene SOL1 is expressed in the mandibular glands. 
 

IV. NEURAL MODIFICATION IN THE SOLDIER 
DIFFERENTIATION IN TERMITES 

Not only morphology but also behavior is changed 
accompanying the caste differentiation.  For example, 
soldiers aggressively attack against enemies like predators or 
competitors, while pseudergates rush deep inside nests.  To 
understand the physiological basis underlying the behavioral 
differences, we compared the central nervous systems, i.e. 
brains and suboesophageal ganglia (SOG), between 
pseudergate and soldier in the damp-wood termite H. sjostedti.  
As the result, it was revealed that the size of SOG was 
significantly larger in soldiers than in pseudergates, whereas 
no difference was detected in the brains.  Histological 
examinations revealed that there were extremely giant neural 
somata around the base of mandibular nerves in the soldiers' 
SOG (Ishikawa and Miura, unpublished data).  The 
retrograde staining using fluoro-dextran showed that those 
giant neurons were motor neurons for mandibular closer 
muscles, and apporoximately 1.5 times larger than those in 
pseudergate (Fig. 5).  It is suggested that the enlargement of 
mandibular motor neurons enables soldier termites to defense 
effectively through fast and strong mandibular movements.  
In addition to the motor neurons, some sensilla are elongated 
in soldiers, suggesting that the nervous systems, including 
sensation, integration and motion, are specialized in soldiers 
at various levels.  Based on this hypothesis, we are now 
identifying genes specifically expressed in relation to the 
soldier differentiation, using differential display method.  So 
far we obtained several candidate genes that would be 
responsible for the aggressiveness in soldiers and for the 
soldier-specific neural modifications. 
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Fig. 5. Soldiers possess larger mandibular motor neurons in the 
subesophageal ganglion.  
 

V. MOLECULAR BASIS UNDERLYING HONEYBEE SOCIAL 
BEHAVIORS 

 

The honeybee Apis mellifera L. is a eusocial insect, and 
colony members perform various complex communications 
and divisions of labor to maintain colony activities. Young 
workers (nurse bees) labor at in-nest jobs such as cleaning the 
comb and nursing the brood, while older workers (forager 
bees) forage for nectar and pollen (age-polyethism). A 
returning forager bee communicates by dance to inform other 
workers in the hive of the direction and distance of food. The 
molecular basis of honeybee social behavior, however, is 
largely unknown. 

 
Fig.6 (A). Schematic illustration of the front view of the honeybee 

brain. (B) Organization in the MB. Dendrites of Kenyon cells compose 
the calyces (Ca), Kenyon cell axons compose the peduncles (P), which 
provide both the MB efferents and afferent. Kenyon cells can be 
subdivided into two types; large and small Kenyon cells. The small-type 
Kenyon cells are subdivided into two classes: class I and class II. In this 
figure, clusters of large type, an class I and class II small type Kenyon 
cell bodies are indicated by L, S-I, and S-II, respectively. OL: Optic lobe, 
CE: Compound eye, AL: Antennal lobe. 
 

Mushroom bodies (MBs) are insect brain structures that are 
important for higher-order sensory processing of different 
sensory modalities (Fig.6). Honeybee MB function is thought 
to be closely associated with honeybee social behaviors [8]. 
We have searched genes expressed preferentially in the MBs 
of the honeybee brain using molecular biologic techniques 
and showed that genes for ecdysteroid receptor (EcR, HR38, 
and USP) and ecdysteroid -regulated transcription factors 
(Mblk-1/E93, E74, E75, BR-C) were preferentially expressed 
in the MBs in the honeybee brain (Fig.7). [8, 9, 10, 11]. 
During metamorphosis in fruit fly, the EcR/Usp heterodimer 
binds to ecdysteroids to activate transcription of downstream 
genes (Mblk-1/E93, E74, E75, BR-C). HR38 interacts 
strongly with EcR directly and consequently disrupts 
EcR-Usp transactivation. Interestingly the expression of 

AmHR38 was selectively expressed in the small-type Kenyon 
cells and enhanced in the forager brain, which might 
contribute to switch the mode of ecdysteroid-signaling in the 
MBs in association with age-polyethism of the workers 
(Fig.6) [9]. 
 

 
Fig.7 Kenyon cell subtype-selective expression of 

ecdysteroid-regulated genes (Mblk-1/E93 and E74) in the honeybee MBs. 
Mblk-1/E93 expression is shown in (A) and (B). E74 expression is shown 
in (C) and (D).  

 
Furthermore the expression of Mblk-1 was also observed 

preferentially the cell bodies of differentiating large-type 
Kenyon cells in pupal worker bee heads, suggesting the 
expression of genes for ecdysteroid-regulated transcription 
factors is induced response to ecdysteroid during pupal stage 
and maintains at the adult stage.  During larval and pupal 
development, the MBs consist of neuroblasts (immature 
neurons) devoted to the production of Kenyon cells. The MBs 
of the adult bee have three types of Kenyon cells (Fig.6b: S-I, 
S-II, and L). During the MB development, S-II Kenyon cells 
born first and, then L-Kenyon cells born. Last S-I Kenyon 
cells born and remain nearer the center of neuroblasts.  Thus 
the stage-specific enhancement of gene expression for 
ecdysteroid-regulated transcription factors might be related to 
generation of Kenyon cell subtypes, which is characteristic of 
Hymenoptera (social insects, bees ant ants). Next it will be 
necessary to show the relation between ecdysteroids signaling 
and honeybee social behavior. 

VI. MECHANISM OF NESTMATE RECOGNITION IN THE 
ANT CAMPONOTUS JAPONICUS 

To maintain order in societies, animals including human 
beings evolved and developed diverse means of 
communication thorough various sensory modalities.  Social 
insects rely on chemical communications to recognize sex, 
species, social status and their colony membership.  In the 
case of ants, they cover their body surface with cuticular 
hydrocarbons (CHCs) whose combinations were different 
among species and whose ratios are different among colonies.  
By sensing such species- and colony-specific CHC profiles of 
encountered individuals, the ants can exhibit overt aggression 
toward the non-nestmates but not towards the nestmates. 

Although the neural mechanism for this well-defined 
behavior has been elusive for long time, recently, we found 
that a CHC-sensitive organ housing about 130 multiple 

109



receptor neurons on the antennae in Camponotus japonicus 
(Fig. 8) [12].  Surprisingly this type of sensilla responded to 
the non-nestmate CHCs but not to the nestmate CHCs.  Thus, 
the chemical signs of the non-nestmate CHC patterns, which 
can discriminatively claim the colony identification, would be 
translated into neuronal signs of the multiple receptor neurons 
and sent to the antennal lobe, the primary olfactory center in 
the brain. 
 

 
Fig. 8. CHC-sensitive sensillum in the ant Camponotus japonicus. 
 

Introducing fluorescent dye through these particular 
CHC-sensitive sensilla, we identified the innervating region 
of the CHC-receptor neurons in the antennal lobe.  It 
consisted of 136 glomeruli and located on the Ventro-medial 
part of the antennal lobe (light blue cluster in Fig. 9), which 
totally consists of 433 glomeruli (Fig. 9).  If the neural signs 
for encounters of non-nestmates came up to the brain, 
however, aggressive behavior would not automatically be 
induced.  There should be some neural mechanism to 
determine behavioral threshold for aggressiveness.  We 
suggested such mechanism was regulated by octopamine. 

 

 
Fig. 9. Seven glomerular clusters of in the antennal lobe of the ant 
Camponotus japonicus. 
 
  Furthermore, we made PC analysis of ant locomotion 
recorded either on nestmate and non-nestmate footprints.  
From change of the fractal dimension of the walking trail of 
the ants, which were transferred onto the nestmate or the 

non-nestmate footprints, it was suggested that the ants acquire 
some chemical information either of the nestmates or 
non-nestmates via their footprints.   

VII. PERSPECTIVES 
  In this article, we introduced our studies on the mechanical 
basis underlying elaborate social life in termites, honeybee, 
and ants.  Recently, the whole genome of honeybee has been 
completely sequenced in 2006, and similar genome projects 
are also launched in other social insects like ants and termites.  
Molecular techniques are now applicable to non-model 
organisms like social insects, so that a number of various 
molecular experiments can be applied to reveal the 
mechanism of social behavior in various insects.  In the near 
future, it will probably possible to compare genomes between 
social and non-social insects, providing lots of information on 
the mechanism of social regulations and the social evolution.  
Based on the studies on social regulation in these insects, we 
will probably obtain some clues to find out new concepts of 
autonomous decentralized systems that can be applied to the 
area of robotics. 
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Abstract—A honeybee informs her nestmates of the location 
of a flower she has visited by a unique behavior called a “waggle 
dance.” We regard the waggle dance as a good model of the 
“propagation and sharing of knowledge” that maintains a 
society, and thus we are attempting to reveal the effects of the 
waggle dance in terms of the colony’s benefit using 
mathematical models and computer simulation based on 
parameters from observations of the bee behavior. This year, we 
constructed a mathematical model and obtained biological data 
for the model, e.g., the activity and condition of the hive and the 
behavior of individual bees. Video analysis showed that the bee 
does not dance in a single, random place in the hive but waggled 
several times in one place and several times in another. It also 
showed that the information of the waggle dance is not so 
precise. We then succeeded in recording the dance sound, which 
is considered to be the main signal for information transfer. We 
made a program to measure the total activity of bees in the hive. 
Finally, we revealed the distributions of mRNA of nitric oxide 
synthase and its activity in the brain. In the coming year, we will 
continue to obtain biological data and try to understand the 
effects of the waggle dance on the colony through the 
construction of an improved model incorporating new biological 
parameters. 

I. INTRODUCTION 
IGHLY developed societies such as those of human 
beings require communication between individuals. The 

honeybee (Apis mellifera), one of the social insect species, is 
well known to have the ability to communicate with its 
nestmates, using the so-called “waggle dance” to inform them 
of the location of a food source (Fig. 1, [1]-[4]). In the waggle 
dance, the dancer moves in a straight line with her wings 
beating (waggle run), then circles back to the starting point 
without wing-beating (the return run). On a vertical comb, the 
direction of the waggle run (during which the dancer wags 
her body from side to side and emits sounds) relative to 
gravity indicates the direction to the food source      relative to 
the sun’s azimuth in the field. The duration of  

 
the waggle run depends on the distance to the food source. A 

few follower bees keep close contact with the dancer, and 
these bees may be recruited to visit the flower the dancer is 
locating for her nestmates. In the hive, however, it is too dark 
for followers to “watch” the dance. Hence, they “listen” to 
and decode the dance, as the sound that is generated by wing 
vibrations during a waggle run has a carrier frequency of 
about 260 Hz. The sound amplitude the dancer emits is 
quickly attenuated with distance, suggesting that information 
can be transferred within only a very limited area in the hive. 
This means that only a few bees, compared to the total 
number of the bees in the hive, will receive the information. 

In spite of this fact, bees dance and maintain their colony. 
How much benefit do honeybees obtain from doing the 
waggle dance? What strategies for propagation of 
information are hidden, and how many bees have to share 
“the information” to maintain their colony? We regard the 
waggle dance as a good model of the “propagation and 
sharing of knowledge” that maintains a society, and are 
attempting to reveal the effect of the waggle dance in terms of 
its benefits to the colony using mathematical models and 
computer simulation based on parameters from observations 
of the bee behavior. This past year, we (1) constructed a 
mathematical model and simulated foraging behavior, and (2) 
observed honeybee foraging and dance behavior in the field. 
Here, we discuss the further parameters necessary for our 
model, and (3) devise a program for obtaining these 
parameters from behavioral experiments in the coming year. 

II. RESULTS 

2-1  Simulation of honeybee foraging 
To evaluate the effect of the waggle dance, we first 
constructed a foraging model. We assumed that honeybee 
foraging behavior is the result of decision-making after a 
transition through 3 states: 1) resting, 2) wandering in the 
hive, and 3) foraging. The transition probabilities among 
these states were determined based on previous studies. We 
simulated the efficiency of 3 putative bee colonies with our 
foraging model. Bees in the first colony neither memorize the 
location of the food source nor dance. In the second colony, 
bees memorize but do not inform others of the food source. 
Bees belonging to the third putative colony memorize and tell 
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Fig. 1 Waggle dance (left panel) and the relationship 
between the dance orientation and food source (right panel).
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others of the location of the food source. Our simulation 
showed little difference among colonies when the total 
experimental time was short (Fig. 2). After a longer period of 
the time (corresponding to many foraging expeditions to food 
sources), the third colony bees made the most visits to the 
food source, as expected.  

We realized that this model is too simple and requires more 
biological parameters. Hence, we decided to incorporate all 
of the following parameters into our simulation to improve 
the model: (A) behavioral patterns of the dancing bees, (B) 
characteristics of the waggle dance in orientation and 
duration, (C) behavioral patterns of the dance followers, (D) 
total activity of the whole hive. Then we observed the waggle 
dance in the field to obtain these parameters.  
 

2-2 Results of observation of dance behavior 
 Behavioral studies were performed in Sapporo from 8:30 am 
to 4 pm on several days in August and September, 2006 
(temperature: 25-36 ˚C in most experiments). One comb was 
picked up from the hive and monitored by a video camera 
(JVC, GR-HD1) stored in a digital video tape (30 frames/sec). 
The location and duration of the dance (waggle run) were 
analyzed off-line.   

2-2-1  Behavioral patterns of dancing bees (A in section  2-1) 
A waggle dance consists of more than one waggle run.  

Observations of 202 waggle runs in 11 bees (an average of 
18.4 runs per bee) revealed that a bee performs the waggle 
run several times at one place on the comb and then moves to 
another place before resuming the waggle runs. The locations 
where waggle runs were observed appears to be “clusters” 
(Fig. 3). All 20 waggle runs of Bee 10 were observed in 

Fig. 2  Simulation of honeybee foraging behavior. A and B: 
Honeybees fly to feeders from the hive (center). The internal 
states of individuals differ, as indicated by the different colors. 
C: The number of visits is counted as a time function. D and E: 
The numbers of visits in 3 different colonies and its time 
function. 

Fig. 3  Locations and orientations of waggle runs. Starting points 
are indicated by circles. The numbers in the circles indicate the 
order of the waggle runs. The direction of the line shows the 
waggle run direction, and its length shows the distance of the run. 
Scales are different from panel to panel. For reference, 
honeycombs and honeybees are illustrated in each panel. In A, 
two bees (Bee 11, black; Bee 10, red) were dancing at the same 
time. We observed 26 runs in Bee 11 (A), 20 in Bee 10 (A), and 
30 in Bee 12 (B). 
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two clearly distinguishable areas (Fig. 3A, red). Until the 
13th run she performed in cluster I; then she moved to cluster 
II and waggled until she stopped. A similar tendency 
to ”dance and move” was observed in other bees (Fig. 3, Bee 
11, and Bee 12). However, some bees did not show this 
tendency. At present, we are attempting to evaluate the place 
of dancing quantitatively by using cluster analysis against all 
bees observed (Fig. 4). 

2-2-2  Characteristics of waggle dance in orientation and 
duration (B in section 2-1) 

The durations of 140 waggle runs of the 9 bees that 
performed more than 10 runs (max, 26 runs; min, 14 runs) 
were measured, and we found that waggle run duration varied 
largely from run to run, even in a series of waggle runs by the 
same individual (Fig. 5). This became clearer from the 
increments in the durations of the run. In Bee 12, the 
difference in the duration was at most 0.87 sec (1.47 sec in the 
4th run and 0.6 sec in the 3rd run) although the mean duration 
was 1.08 sec. Bee 3 and Bee 6 exhibited long runs (averaging 
8.37 sec in Bee 3 and 11.81 sec in Bee 6). In 16 out of 21 runs 
for Bee 3 and 9 out of 14 runs for Bee 6, the difference of each 
run from the mean duration was larger than 1 sec; when 

translated into the distance the bee was representing, the 
difference was more than 200m.  

On the other hand, it was found that the orientation of the 
run also varied from dance to dance even in a series of waggle 
runs performed by same the individual (Fig. 3). Since 
followers do not listen to all of the waggle runs performed by 
a dancer (see “Behavioral patterns of the dance follower”), 
followers may receive “ambiguous” information about the 
orientation of the food source, which entails a non-negligible 
error for foraging.  

In all cases, followers have to forage with imprecise 
information of both orientation and distance. 

  
Automatic measurement of dance information 

 Various kinds of data are required to improve the reliability 
of our model, and automation of measurement and analysis is 
necessary for quick sampling a robust data set. We noticed 
the dance sound emitted by a dancing bee, and plan to 
construct an automatic system to get information from the 
dancer (location, duration, etc of dance) by detecting the 
sound source with multiple microphones. As an initial trial, 
we made a small microphone and manually recorded the 
sound, to evaluate whether the dance sound could indeed be 
recorded as high-quality sound data that is suitably 
analyzable. 

Figure 6 shows the recorded sound. The temporal structure 
of the dance sound consists of a sequence of many pulse-like 
sounds with short intervals (Fig.6A). The time-expanded 
waveform shows that the dance sound is not a simple “pure 
tone” but a complex form, suggesting that it contains many 
frequency components. In fact, FFT analysis revealed a small 
broad peak at about 260 Hz with a very low SNR, implying 
that the dance sound appears to be white noise (Fig. 6C). This 
was consistent with previous works. 

We concluded that our microphone can record the dance                     
sound, but that the result is not sufficiently detailed. We need 
to produce a better microphone. Secondly, because 
low-frequency components are important, we need to filter 
the  recorded sound. Third, we need to use wavelet transfer, 
not FFT, because the dance produces a sequence of pulse-like 

sounds. At present, we are 
preparing to devise a new 
microphone, filters and programs 
for analysis. 

2-2-3  Behavioral patterns of 
dance followers (C in  section 2-1) 
Followers go out to forage after 
listening to several waggle runs. 
Some followers left the dancer 
after listening to only one waggle 
run while others followed the 
dancing bee more than 10 times. 
Even in 

Fig. 4  Dendrogram after cluster analysis in Bee 12. 

Fig. 5   Duration of each individual waggle run is shown. A: Short run (about 1 sec). B: long run. 
The mean duration was 8.37 sec in Bee 3, 11.81 sec in Bee 6, 1.08 sec in Bee 11, and 1.08 sec in 
Bee 12, respectively. 
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a series of waggle runs by the same individual, some waggle 
runs attracted no followers whileothers attracted more than  8 
bees. We will continue further analysis to incorporate 
characters of followers into our model.  

2-2-4 Total activity of the whole hive (D in section 2-1) 
   In order to construct a mathematical model and simulation      
that evaluates the effect of information sharing on foraging 
behavior, we need to know the total activity of the whole hive, 
i.e., the total activities of dancers, followers, and other bees, 
because foraging and maintenance of the colony should 
depend strongly on the colony conditions, e.g. the number of 
potential foragers and followers. The activity of dancing bees 
could be detected with our microphone system because they 
emit sound. Our system, however, cannot detect both 
followers and potential followers because they are silent. 
Hence, we made a program as a first step of extracting the 
best parameter to express the total activity of the hive. Our 
program detected places where bees moved with high activity 
(Fig. 7). The degree of activities is indicated with grey-scale 
(white is the highest activity and black is lowest). Dancing 
bees are indicated by intense white in this figure. 

Superimposing the activity distribution on the original picture 
showed that honeybees near the dancing bees, possibly 
followers, were also active (Fig. 7) though less active than the 
dancers. In the near future, we will extract the best 
parameter(s) to reflect the total activity of the whole hive, and 
feed it back to the mathematical model. 

2-3 Brain regions for dance behavior 
Dance behavior is apparently controlled by the nervous 
system. We examined the distributions of gene expression of 
gaseous neuromodulators believed to be important for 
behavior, such as nitric oxide [6]. In situ hybridization of the 
honeybee nitric oxide synthase (NOS) gene showed that 
Kenyon cells and optic lobe cells were positively labeled. 
NOS activity was found in the mushroom body, the central 
complex, the antennal lobe, the optic lobe, and the lateral 
protocerebral lobe. We are continuing this anatomical work 
to reveal the neural networks related to dance behavior.  

III. FUTURE PLAN 
We will improve our mathematical model to reflect natural 
phenomena more precisely after further detailed biological 
observation. Then we will examine how well the new 
mathematical model predicts biological phenomena in nature 
by behavioral experiments. Finally, we hope to understand 
the effect of the dance on maintenance of the colony.  

We believe that our research is not merely a topic for 
biology, and that the mechanisms for maintaining a society by 
the sharing of information will have useful applications to 
system engineering such as the control of robots under a 
multi-agent environment.  
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Fig. 6  Dance sound and frequency spectra. A: Recorded 
dance sound. B: Time-expanded waveform. C: Power 
spectrum. 
 

Fig. 7  Distributions of  activity in the hive. High activity points 
are indicated by white dots. Dancing bees are detected here (left 
panel). Activity patterns were superimposed on the original 
picture (right panel). 

Fig. 8  Distributions of mRNA of NOS gene and NOS activity. 
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Abstract— For the purpose of designing a human-automation

collaborative system, it is of great importance to clarify how a

human gets to grasp the behaviors of the automation when

he/she uses that. Many of the current advanced automation are

apt to have multiple modes, whose complex transitions are not

always transparent to a human user. We regard this

mode-recognition problem as analogous to a problem on how a

human can recognize the others, one of the key issues for

clarifying a human ability of sociality. By introducing a

technique of module learning, we implement a computational

model of a human mode-recognition process, and the

simulation results are discussed.

I. INTRODUCTION

uman and computer subsystems should be structured

and designed to work in mutually cooperating ways

guaranteeing a user's usability. For this purpose, progressive

system redesigns are needed with respect to human

computer interactions to increase system reliability and

transparency by increasing human-system interactions and

especially a human user's proactive participation. Such a

socially-centered view on the human-machine system design

regards a human and an automated agent as equivalent

partners, and through their mixed-initiative interactions

some novel relations of mutual dependency and reciprocity

would emerge. Sharing the recognition on their common

task between those partners is an essentially important issue,

but the complexity of automation’s behaviors embedded by

the designer is preventing a human user from correctly

grasping the working status and predicting the future

behaviors of the automation. This is because the automation

is apt to have multiple modes and their output behaviors

shown to a human user are quite different according to its

active mode. A human user has to learn what transitions

among modes are embedded within the automation in order

to grasp how the automation behaves and to adapt to that

through experiencing the interactions with that. This is

actually a process of acquiring an ability of sociality.

To many of the biological beings, complexities of the

environments they encounter are quite varied depending

upon what embodied interactions are allowed and upon the

quality of coordination they need for their survival. For

instance, the significance environment to insects are quite

simple as compared to human, since it is genetically

determined what external stimuli to perceive and how to

react to that. On the other hand, more social primate beings

have to recognize the other’s intentions reflected within the

environment in order to make efficient cooperation with

their partners; they learn a variety of powerful social rules

which minimize interference and maximize their benefit.

In this report, we focus on how a biological being acquires

such sociality through the interactions with the others as well

as with the surrounding environment. A computational

model of a process of recognizing others is build up based

upon the findings obtained in the fields of social insects and

of social neurology. The final goal of our work is to find out

the fundamental design principles of artifacts that can

socially behave and collaborate with a human.

In the followings, as collaborating task testbeds we

introduce two tasks. One is a simple multi-agent task where

two agents have to attain a common goals with their

collaboration without any explicit communication but only

though their enclosed proactive interpretive efforts on the

change of the observed environment. The other is a more

practical testbed of human-automation collaboration, where

a human driver has to correctly recognize a working status

of modes that are embedded within an automated vehicle.

II. SOCIALITY OF HUMAN-IN-THE-LOOP SYSTEMS

What distinguishes a human ability from other lower

biological beings is that a human can build up structures by

interacting with the unstructured. Through interactions with

the surrounding environment he/she can selectively find

some cues that are meaningful to their survivals and

structurize them into some ordered internal constructs.

Humans’ social adaptability is to be able to process the

others’ behaviors acted upon them and to react to them

appropriately. This is realized by adaptively rebuilding their

internal constructs (i.e., representations) on their social

environment as they accumulate the experiences. Wherein, a

social environment is more complex and dynamical, thus

less predictive as compared with a static physical

environment due to a fact that some other living entities may

commit into the change of their perceivable environment.

In a general multi-agent environment, an agent should

adapt to the diversities of dynamics that are perceived as

changes in physical properties of the task environment, from

which an agent should be able to recognize a partner’s status

and shifts of intentions. Not only to recognize the shifts of

the partner’s intentions, a social agent should be able to

explore how to collaborate with the partner’s shifts of

intentions adaptively. Herein, we do not assume any explicit

communication such as verbal commands can be exchanged;

they have to interpret the perceived physical cues and have
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to infer and identify the invisible intentions of the other.

None of such a common code table is shared among them as

Shannon-Weaver’s classical communication model.

III. SITUATION-SENSITIVE REINFORCEMENT LEARNING

FOR COLLABORATIVE TASK

To implement the above we developed a machine learning

architecture called Situation-Sensitive Reinforcement

Learning (SSRL) architecture that can flexibly switch among

multiple Q-tables of reinforcement learning according to the

identified dynamics of the task environment [3] (Fig.1). In

addition, an internal goal exploring function is newly added

to this SSRL that attempts to attributes an identified situation

to one of its own internal goals that is inferred to be

consistent with what the partner intends to behave. The

details of the model are presented in the followings.

Fig.1 SSRL: Situation Sensitive Reinforcement Learning

Let us assume a couple of collaborative agents, Agent 1

and Agent 2, and their inputs, u1 and u2, respectively, are to

be acted upon their common task object, and its effect is

observed as output y by Agent 1.

y = f (x,u1,u2
m ) = f (x,u1,u2

m (x)) (1)

= Fm (x,u1) (2)

Here a superscript m represents Agent 2’s input acted with a

distinguishable intention m. Here we assume that Agent 1

cannot directly observe Agent 2’s input. In that case, the

environment dynamics perceived by Agent 1 is shown as

equation (2) showing that Agent 1 perceives a state x as

Agent 2’s intention m is reflected upon the task object taking

account of his own input u1. If we assume that the dynamics

of the task object f is time-invariant, Agent 1 can indirectly

recognize the shifts of Agent 2’s intention by perceiving the

changes of the dynamics F. Thus, by recognizing this, Agent

1 can infer the shifts of Agent 2’s intentions.

Our model internally constructs a multiple functions as

prediction models that prescribe how the different intentions

are reflected on the change of Agent 1’s perceiving task

object. When an agent encounters a situation, those multiple

prediction models output their predictions based upon their

functions, and from the estimates of the prediction errors, it

can identify what is the most plausible situation it is

encountering. In case all the prediction errors are not

negligible, the model recognize that it encounters a novel

situation, and add a new prediction model to a repertoire of

pre-existing models incrementally. This judgment is made

based upon the statistical hypothesis testing [4].

With the above mechanism, an agent can get to notice the

shifts of the partner’s intentions, but still have no means of

behaving adaptively to that inferred intentions. For this

purpose, an internal goal exploring function is newly added

to SSRL that attempts to attributes an identified situation to

one of its own internal goals that is inferred to be consistent

with what the partner intends to behave. Here we notice that

the intentions inferred by Agent 1 needs not identical to the

ones Agent 2 actually intends. Agent 1 is not forming any

symbolical representations on the partner’s intentions, but is

only recognized as a situation “something different”. Then,

Agent 1 attempts to signify this vague situation with its own

symbols, which we call internal goals. An agent attempts to

make up appropriate correspondences between the inferred

situations and its internal goals by reinforcement learning.

For each of the internal goals, an agent has learned

appropriate behaving rules within the respective Q-tables.

With this learning architecture, an agent can get to recognize

the shifts of the partner’s intentions and to output the

appropriate behaviors that are fitted to the partner’s

intention.

As a testbed example, a simple truck-pushing task by a

pair of agents is considered. They are agents called Leader

and Follower, taking different roles to attain the common

task goal of pushing a truck to a destination in collaborating

with each other without any explicit communications.

Leader in the front pulls a truck along its intending direction,

while Follower in the rear supports Leader by pushing a

truck. The direction of Follower’s pushing should be

consistent with the one of Leader’s pulling. Wherein, each

agent’s control rules were designed independently, so their

collaboration fails initially, which is to be improved through

their learning for collaboration.

At first, Leader itself has learned how to reach its intended

destination. Being guided by that Leader, Follower has to

learn how to collaborate with that, when Follower has to

infer the intentions of Leader and behave appropriately

without interfering Leader’s destination-reaching actions.

Our proposing model is embedded in Follower, which learns

how to collaborate with Leader recognizing its intentions

from changes of dynamics that appear on a truck. After

Follower learned the collaborative behavioral rules, another

new task environment is provided to that pair of agents,

where they have to attain their common goal in collaboration.

At this time, the embodiment of Leader is changed from the

one at the initial learning time, and it cannot control a truck

as it intends because of the other agent’s (i.e., Follower’s)

commitments. In spite of that, a pair of agents gets to

improve their performance due to Follower’s collaborative

learning ability.

The above organization of the two agents can be mapped

onto a relation between a human and an automated assisting
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tool such as a wearable power assist device. A human has to

attain some task with an assist by the tool. However,

commitment by an automated device may sometimes

prevent a human from performing his/her task as he/she

intends. In that case, an automated device has to be able to

adapt its assisting strategies being sensitive to the inferred

intentions of a human. Such adaptive device would be a

good tool for a human in a sense that he could control a

collaborative task performance without being aware of the

tool’s unexpected interferences (i.e., naturalistic enlargement

of his bodily boundary) [5].

IV. CONSTRUCTIVE MODEL OF USER’S DEVELOPING

MULTIPLE INTERNAL MODELS OF AUTOMATED SYSTEM

As mentioned in the above, introduction of some automated

device does not always improve a human user’s task

performance, but it may sometimes interfere that. Especially,

it is likely that so many functions are installed within a

single advanced automated system, thus the design strategy

for this requirement is to adopt different control modes. The

complexity of control logics embedded within those multiple

modes would make a human user bothered from a risk of

mode-recognition errors; misunderstanding the status of the

current active mode, a human user would make a wrong

prediction on how the automated system behaves reacting to

his/her operation and/or to the environmental changes.

Modes are regarded as internal states of the automation

system, among which an automation system dynamically

transits, but are usually hidden to a user. In this sense, this

mode-recognition process is containing a general aspect of

social intelligence (i.e., how to recognize the others). In the

followings of this section, we present a constructive

approach to this by developing a computational model of

human’s mode recognition [6].

During a human uses an automated tool having multiple

modes, he/she interacts with that, accumulates the

experiences of bodily interactions, and then gets to acquire

an internal model on how the tool behaves in each of the

modes. Having acquired that, in facing with a behavior of

the system, he/she attempts to match that with the model and

recognize what mode is currently active. In a field of

computational neuroscience and/or machine learning, an

idea of module learning, and we attempt to model a human

mode recognition process by extending that computational

model [2]. Our model is built to represent two concurrent

processes of the users. One is a process through which they

develop multiple internal models corresponding to system’s

multiple control modes through interactions with their facing

systems and with the external environments. The other is a

process that the users recognize current mode by using

prediction errors calculated by their developing internal

models. First, experiments of observing human user’s mode

awareness using a driving simulator with ACC (adaptive

cruise control) system embedded. Then, the simulation

results using our proposing model are presented.

Comparative analysis between those will suggest us what

and how the model should be improved, thus we can

investigate our understanding on how the human recognize

the others having multiple modes and switching them in a

constructive fashion.

An automated system with multiple control modes

embedded can be modeled as shown in the right of Fig.2.

Individual mode is defined as a discrete subsystem that does

transit from and to different modes, while each mode has

different continuous input-output dynamics. Transitions are

made either by a user’s intentional operation or in

automatically depending upon the status of the environment.

A user of the above system may grasp its behaviors as

shown in the left of Fig.2, where the dynamics and transition

rules among the modes are not always identical with the

right one. These two models are referred to as a user model
and machine model, respectively. As mentioned in the above,

users grasp the current active mode either by referring to his

pre-existing knowledge on mode-transitions or to a display

presented to them in the interface, but most of time they do

that by referring to the input-output relations, i.e., the

relationships between input operations by a user and

observed responses in the environment where an operation

by an automated system is reflected. Each mode is

characterized as this input-output relation uniquely.

Fig.2 User model grasping actual machine states

We denote the dynamics embedded in each control mode

as y = fm (x, u)), where u, x and y represent a user’s inputs,

states of the environment, and responses observed in the

next time step, respectively. For simplicity, all f’s are

assumed linear, and superscripts m denote the m-th mode of

the multiple modes. Dynamics in the user model are

distinguished with ^ attached.

We assume that a user acquires a user model by

accumulating interactions with the target system whose

dynamic responses are changed depending upon the hidden

states (i.e., the active modes) of the automated system. To

implement this process, we introduce an idea of module
learning, and the mode acquisition process and the mode

recognition process are done through the estimation of

predicted errors as mentioned in the previous section.

At first, a series of experiments using a driving simulator

are done and drivers’ recognitions of the operating mode of

ACC (Adaptive Cruise Control) while driving with it are

examined. Within the ACC, dynamics of the machine model
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Fig.3 Recognized modes by a subject (top) and a proposed model

(bottom) (actual modes are shown in the middle).

are installed. In these experiments, a number of mode-

recognition errors are observed actually, so they are

error-prone behaviors. Then, the same data of the driving

situation with the above are input to our implemented user

model and it is analyzed what mode the model recognizes

and when the recognition is switched. One of the results is

shown in Fig.3, and this shows that most of user’s

error-prone behaviors (encircled in the figure) is replayed by

our model although they were not identical. The detailed

analysis on how each mode of a user’s model is acquired by

the model is shown in Fig.4. This is an example of a mode of

“idle” and shows the coefficients defining the recognized

dynamics particular to this mode. Although the model

initially has a rough definition of the mode, the model is

improved further by accumulating the experiences of

interactions (i.e., outputs approach to the true parameters of

A). The spike-type errors show the timings when the mode

transits to the other modes. Since our model attempts to

interpret the new situation as a behaviors generated under

this idle mode, the prediction errors are detected when a

mode shifts. Being aware of these misrecognitions, learning

continues excluding a latest part of the memory and its

quality is recovered to the state before such transitions.

Our model mentioned in the above can predict the current

mode state based upon the input-output relations, but does

not learn any regularity on mode transitions, i.e., individual

modes are learned independently. On the other hand, human

mode recognition is partially attributed to such regularity;

recognition of the current mode is mostly helped by

observed transition events that bridges between the previous

mode and the current mode. That is, a user has acquired

knowledge on transitions among the multiple nodes. In order

to implement this, the above model is extended to another

compound computational model that consists of two layers.

A role of the bottom layer is the same with the one of the

previous model (i.e., to recognize the current mode), and the

other upper layer deals with learning the transition events

among modes as well as with predicting the following mode

when the observations of the transition events are input.

Those two layers are connected with each other via sharing

the recognized status of current mode. We verified that this

extended model more correctly replays what a human user

actually grasps as his/her internal model on the complex

mode transitions embedded within the automated system. In

this sense, our model can be regarded as a model of

recognizing the others’ hidden internal states.

Fig.4 Learning of dynamics embedded in a mode “idle”.

V. CONCLUSIONS

Major difference in sociality between insects and humans is

an ability to recognize the others and to adapt to them by

constructing their representations within them. It is not a

simple pattern recognition problem, but is more close to an

activity of interpretation; what is signified on the provided

object is not solely determined by the properties of the

objects but also depends upon the internal states of the

interpretant. In this meaning this is a semiotic process. Our

research subjects are now extended towards a constructive

approach to recognizing biological motions from a

viewpoint of semiosis.
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Regulatory dynamics of colony-level adaptive behavior in social insects and its 

underlying individual-level interaction 
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Summary:  We investigated self-regulatory dynamics of adaptive behavior in social insect colonies. We 

focused on intra-nest density regulation and colony size recognition. We experimentally showed that both 

regulations are mediated by physical contacts and movements of individual ants. We also screened 

chemical substances that bear the key information in the hypothetical regulatory dynamics. We are going to 

construct mathematical models that can simulate the regulatory dynamics. As the fist step we constructed a 

model for a single worker isolated from social interaction.  

 

Colonies of social insects can behave adaptively. A 

central idea of social physiology is decentralized control, 

that is colony-level adaptive functions emerge, even 

though individual colony members responds to local 

information that they encounter, according to simple rules. 

Many students of social physiology so far have 

extensively studied division of labor and foraging. Instead, 

in this study we focus intra-nest density regulation and 

colony size recognition. Ants seem to control individual 

density or the average inter-individual distance within the 

nest, because when they are kept in a large artificial nest 

they aggregate, whereas being kept in a small nest they 

enlarge the nest chamber. An ant colony changes its 

behavior depending on the number of workers. For 

example, in small colonies workers are usually timid, 

whereas in large colonies workers behave more 

aggressively. For another example an ant colony switches 

the production of castes related to colony size; sexual 

castes (queens and males) are usually produced when the 

colony size exceeds a given threshold. However, 

regulatory mechanisms of these two phenomena, though 

they seem to be general in social insects, are largely 

unknown. Living in the dark, it is unlikely for individual 

earth-bounded ants directly to obtain global information 

on colony size and intranest individual density. We 

assumed that there could be a self-organized and 

decentralized feedback mechanism mediated by physical 

contacts between individual colony members. This study 

consists of three parts. First, we will experimentally show 

the presence of such regulatory mechanisms. Second, we 

will identify chemical substances that bear the key 

information in the hypothetical regulatory dynamics. Last, 

we will construct mathematical models that can simulate 

the regulatory dynamics.  These models will be also 

tested by real data.  The goal of this study is in the 

biological sense to understand a general mechanism that 

regulates animal societies, and in technological sense to 

accumulate basic information that will be used to 

develop a control program for decentralized controlled 

robots.  

 

Density control 
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We used Diacamma sp.from Japan for most experiments.  

This is the only Diacamma species found in Japan.  

Recently, as a new model organism, its biology has been 

extensively studied. We observed behavior of individual 

workers that were placed under different densities: being 

the size of container (the nest size) constant we varied the 

number of workers confined in the nest. Almost all 

workers walk around for a while after placed in an 

artificial nest, as time passes workers gradually began to 

stop moving and finally reach a stationary phase where 

constant but relatively low proportions of workers are 

moving. In the stationary phase the inter-individual 

spacing has already been completed.   When the density 

was close to the natural one, workers most quickly 

became the stationary phase after installed in the nest. 

When density was higher or lower than this “natural” 

density, the proportion of workers that were moving fell 

more slowly.  This suggests that ants can sense inter-nest 

individual density, and when it is inadequate they are 

more likely to move. When ants are placed under 

extremely high density, the proportion of workers that 

were moving after reaching the stationary phase was 

unusually low.  This might be an artifact due to a 

habituation to unusually high density.  

 

Recognition of the number of workers 

 

The gamergate (functional queen) of Diacamma sp. 

transfers information of her presence to nestmate workers 

through direct physical contacts (Tsuji et al. 1999).  The 

gamergate regularly walk around in the nest touching 

workers with her antennae. We defined this active 

information transmission behavior as patrol. It is 

predicted that in a large colony the gamergate has to 

invest more efforts in patrol. In fact, our detailed 

observation revealed that as colony grows the gamergate 

increased the number of patrol bouts per unit time, the 

proportion of time spent on patrol and the mean duration 

of patrol.  This suggests that gamergates can adaptively 

change her behavior, as if they can recognize the colony 

size. But how they can do so?  The frequency of the 

gamergate’s contact per worker per time was almost 

constant regardless of the colony size, whereas there were 

more workers that had by chance no contact for a long 

time in larger colonies.  Simultaneously, the frequency 

of aggressive dominance interaction and that of 

immobilization (a worker policing behavior directed to 

ovary-developed workers) has increased as the colony 

size increased. These behaviors are characteristics of 

orphaned workers.  From these results we set out a 

hypothetical self-organized feedback system that can 

control the adaptive shift of patrolling behavior. The 

hypothesis assumes that the gamergate invests more 

efforts in patrolling, when she encounters physiologically 

“orphaned” workers during patrolling. We conducted an 

experiment that varied the proportion of physiologically 

orphaned workers under a constant colony size. The 

gamergates actually respond to the presence of orphaned 

workers and prolonged the average patrol duration, 

suggesting that the hypothesis is quantitatively correct. As 

the next step we are currently developing mathematical 

model that can simulate the putative feedback 

mechanism. 

 

Information of gamargate presence 

 

Queens of social insects are considered to produce a 

queen substance that inhibits self-reproduction of workers.  

However, in ants such a queen substance has been 

unidentified yet. Recently, cuticler hydrocarbons (CHCs) 

are suspected to be the queen substance. In Diacamma sp. 
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from Japan queen information is transferred to workers 

only through direct contact, suggesting that hardly 

volatile chemical can bear the information. Furthermore, 

we found CHC components specific to reproductively 

active females like gamergates and dominant orphan 

workers in Diacamma sp. Our careful bioassay indicates 

that among gamergate extracts only CHCs inhibit 

dominance behavior of orphan workers. This is the first 

empirical demonstration for the CHCs-queen substance 

hypothesis. Currently, we are undertaking more 

sophisticated bioassay separating gameragate’s CHCs 

into long-chained gamergate specific components and 

short-chained non-specific components.   

 

Movement of individual worker and its fluctuation 

 

Underlying feedback mechanisms mediated by 

individual movement were suggested both for density 

regulation and colony size recognition.  Before 

modeling we addressed the question that what 

characterizes individual ant’s movements.  As the fist 

step we analyzes a single ant’s movement without social 

interaction. Particularly, we focused on fluctuation in 

movement of individual ant.   

It is well known that various fluctuations can be 

observed in nature from micro scale to macro scales. The 

fluctuations can be also observed in biological system. 

An important point is that such fluctuations are not 

  
Fig.1: The spectrum of walking velocity (left) and the fluctuations of the walking velocity (right) 

   
Fig.2: The spectrum of the body direction (left) and the fluctuations of the direction (right) 
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characterized as white noise, but has a time correlation. In 

this research, we focused on walk of a single ant and 

measured the fluctuation of this walk.  We found the 

fluctuations of travel distance and the variance of 

ant-body direction obey power laws on the time interval. 

In particular, there was a long-term correlation in the 

velocity dispersion. On the other hand, there was no 

long-term correlation longer than 1 sec in the variance of 

body direction. Based on these results, we also proposed 

a stochastic model that simulates the walking behavior of 

an ant, and discussed the foraging behavior of ants. 

Descriptions of our experiment for the analysis of and 

ant walk are as follows. We recorded the behavior of a 

single ant under the environment without a nest and food, 

and measured the time-series of increments of velocity 

and body direction by image processing. 

 

(1) Time correlation of walking velocity 

From the spectrum of walking velocity, we can see a 

long-term correlation in the velocity dispersion as shown 

in Fig.1(left). We also found the fluctuation is in 

proportion to the time scale (σL∝Δtα), where α>0.5 

(Fig.1(right)). 

 

(2) Time correlation of body direction 

We also measured the spectrum of body direction. From 

this result, we found there is a short-term correlation (less 

than 1 sec), but no long-term correlation here. 

 

Now we are planning/executing the following topics.  

(a) Analysis of the boundary effect.  

(b) Behavioral analysis of the gamerate of Diacamma, 

especially focusing on the patrol behavior in the nest.  

(c) Analysis of multi-body dynamics of ants behaviors.  
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Abstract— Neural mechanisms for discrimination and 
evaluation of conspecific bird songs are important for selecting 
the future mate for female birds.  Neural networks for 
generation of bird song has been investigated and the 
computational models are constructed. However, no 
computational model is presented in female brains.  In this 
study, we focus on the song discrimination mechanisms in 
female Zebra finches.  To present the quantitative model, 
catFISH technique is used for visualizing the functional neural 
population responding to male songs.  These neurons are located 
in caudal medial mesopallium (CMM) and also hippocampal 
formation (HF) regions.  This finding is useful for 
understanding the neural coding in female brains. 

I. INTRODUCTION 
ebra finches communicate with their songs.  Male finches 
have several kinds of their own songs and female finches 

choose the male for mating by his song.  For understanding 
the song communication, information processing in the 
female brains are crucial. However, the neural network for 
the information processing in female brains has been poorly 
understood.  

On the contrary, how male finches acquire and vocalize 
their own songs has been investigated by the combination of 
anatomical, electrophysiological, and molecular biological 
methods. These investigations reveal the refined neural 
networks in the male brains (Fig.1) [1].  

Recently, neural network mechanism for learning of the 
song is presented (Fig.2) [2,3].  In this model, the song is 
divided into notes, and each note is coded as the synchronized 
firing of a population of neurons.  These neurons are assumed 
to be localized at hyperstiatum ventrale pars caudal (HVC) 
and robust nucleus of the acropallium (RA).  Populations of 
neurons are tuned by vocalization of their own song via 
auditory pathways. One of the important presumptions in this 
learning model is the presence of neural population in the 
male brain.  Unfortunately, no such model and also 
experimental findings have been reported in the female brains.  
We, therefore, need to know not only neural architectures but 
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also the information coding for the discrimination of male 
songs in female brains.  What kinds of approaches are 
effective for demonstrating the neural mechanism in female 
brains?  

 
Fig. 1  Brain architecture of male zebra finch 

 
 

 
Fig. 2 Neural network model for song learning in male 

zebra finch. 
HVC: Hyperstiatum ventrale pars cauda; RA: Robust nucleus 
of the acropallium; AFP: Anterior forebrain pathway 
 

Construction of Quantitative Neural Model for Discrimination of 
Bird Songs in Zebra Finch 

Kotaro Oka, Akira Fujimura and Masafumi Hagiwara 
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For the first approaches of model construction in female 
brains, we attempt to find responding regions for song 
discrimination.  Neural activity in the whole brain is studied 
with several techniques from the classical electrophysiology 
with multiple electrodes and sophisticated imaging methods 
including membrane potential imaging, Ca imaging and also 
functional MRI.  These methods have merits and demerits for 
applying to bird brains.  Several imaging techniques are not 
appropriate because the functional regions are located under 
in-depth nuclei, and it is very difficult to visualize for 
conventional optical imaging technique.  Another method, 
including functional MRI, has insufficient spatial resolutions 
for visualizing single neurons.  We, therefore, lay aside the 
real time imaging, and used a recent molecular biological 
approach, catFISH (cellular compartment analysis of 
temporal activity by fluorescent in situ hybridization). 

II. CATFISH  
We used Arc (activity-regulated cytoskeletal-associated 

protein, one of immediate early genes or IEGs) catFISH 
(cellular compartment analysis of temporal activity by 
fluorescence in situ hybridization). This technique can 
visualize neural ensembles responded to two stimulations. 
Worley’s group developed this technique for the study of rat 
hippocampus [4]. Olfactory system of mouse was also studied 
by this technique [5]. The key point of this technique is 
time-dependent subcellular localization of Arc mRNA. On 
induction, Arc mRNA can be detected first only in the 
nucleus and later only in the cytoplasm. This property is 
characteristic for Arc mRNA, not like other IEGs used for 
neural activity marker such as c-fos and zenk mRNA. Using 
this property, catFISH is performed by providing two 
stimulations. Second stimulation provided after appropriate 
time interval from first stimulation, neurons which respond 
the first stimulation have Arc mRNA in the cytoplasm, which 
respond the second stimulation have Arc mRNA in the 
nucleus. Thus we can discriminate which neurons respond the 
first or/and second stimulation. In this study, we used two 
songs (song A and B) as auditory stimulations (Fig.3). 

 
Fig. 3 Neural activity detection by catFISH 

 After Song A presentation, Arc mRNA signals are 

localized at the transcription initiation sites in nuclei of 
responded neurons.  During 50 min, the signals are 
translocated from nucleus to cytoplasm.  After the 
translocation , Song B stimulus induces Arc mRNA in nuclei 
in responded cells again.  After the application of 2nd song (in 
this time, Song B), four types of neurons will be observed; no 
response neurons, neurons with signals in nuclei (Song B 
responding neurons), neurons with signals in cytoplasm 
(Song A responding neurons), and neurons with signals in 
both nuclei and cytoplasm (Song A & B responding neurons).  
We, therefore, detect the populations of neurons for 
responding to two songs. 

III. EXPERIMENTAL METHOD 

A. Preparation of Arc mRNA probe 

We synthesized cDNAs from a female zebra finch brain and 
isolated a partial cds of Arc protein mRNA from the cDNAs. 
For the isolation, we performed nested PCR. Two pairs of 
PCR primers (first pair, forward: GAGTCCATGGGAGG-
CAAATA; reverse: TCCACCCACCTGCTTTAAGT, 
second pair, forward: 
GGAATTCCTGCCCTGGGGAGCAGGGCA; reverse: 
CCGCTCGAGATTCCTCCAAGTGGCTCAAG) were 
designed based on a partial Arc sequence (GenBank acce-
ssion no. AY792623) by using the NCBI ORF finder program 
(http://www.ncbi.nlm.nih.gov/gorf/gorf.html) and Primer 3  
(http://frodo.wi.mit.edu/). The second pair was added 
restriction enzyme sites (forward: EcoRⅠ，reverse: XhoⅠ) 
for inserting into plasmids. PCR reactions were performed 
with an annealing temperature of 55 C. The amplified product 
was extracted from the agarose gel using the NucleoSpin® 
Extract II (Macherey Nagel Co.), inserted into pBluescriptⅡ 
SK+ (Toyobo Co.) and used to transform competent cell 
(Toyobo Co.). Plasmid DNA was extracted using 
QuickGENE Plasmid kit S (Fuji Film Co.) and linearized 
with the appropriate restriction enzymes. Sense and antisense 
digoxygen-labeled RNA probes were synthesized using 
T3/T7 primers with DIG labeling mix, linear plasmid DNA, 
DTT, RNAse inhibitor and RNA polymerase.  

B. Brain preparation 
A female zebra finch is isolated in a soundproof booth for 

12 h before the experiment.  After present the sound 
stimulation, the bird was decapitated immediately, and the 
whole brain was isolated.  The isolated brain was embedded 
in Tissue-tek under -80 C and preserved.  Then, the brain was 
sectioned with 10~12 μ m in thickness, and used for 
catFISH. 

IV. RESULTS 

A. Mobilization of Arc mRNA in brain 
After 10, 30 and 60 min after on set of song stimulation, the 

localization of Arc mRNA was investigated in female brains 
of zebra finches.  The strong signals were observed in the 
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region of caudal medial mesopallium (CMM).  CMM has 
been known as the region for sound discrimination between 
bird songs and others, and some neurons in CMM respond to 
the conspecific bird songs.  The Arc mRNA signals are 
located at the specific region of the nuclei after 10 min of the 
song stimulation (Fig. 4). The specific region is the 
transcription initiation sites.  Then the signal was observed at 
the cytoplasm around nuclei, and after 60 min, the signal was 
observed out of the cell bodies as fluorescent spots.  This spot 
may be transported mRNA to the peripheral regions of 
neurons.  These observations confirm us that the Arc mRNA 
is specifically transcripted in specific neurons and transported 
peripherals as a function of time.  This finding also indicates 
the possibility of catFISH experiments with female brains for 
visualizing the different populations of neurons with 
responding to the different song stimulation.  And also 60 min 
is optimal for the interval for song presentation. 

Fig. 4 Translocation of Arc mRNA in neurons in CMM 
region.  
 After application of song, Arc mRNA is transcripted at the 
transcription sites in nuclei (arrows), and translocated from 

the nuclei to the cytoplasm (arrow heads) in 60 min. 
 

B. Responding regions in the brain 
We investigated the expression pattern of Arc mRNA in 

female brains, especially hyperpallium, brain stem, 
cerebellum, hippocampal formation (HF) and caudal medial 
nidopallium (NCM).  The signals from these regions are quite 
different (Figs. 5 and 6).  In brain stem and cerebellum, no 
signals were observed.  The brain stem and cerebellum 
contribute to the generation of motor patterns of songs, but no 
relation has been reported for hearing and recognition of bird 
songs.  No responses in these regions are, therefore, 
reasonable.  One of the interesting findings is the responses 
observed in HF.  Although no relationship to the auditory 
systems and HF has been reported in bird brains, 
hippocampus can be used for the spatial recognition and 
memory in several bird species, especially that hide the food 
during winter season.  
 

Fig. 5 Regions of Arc mRNA expression by song. 
 

 
Fig. 6 Different expression levels of Arc mRNA 

 

125



 
 

 

C. Responses to two different songs 
Two kinds of male song are presented to the female finches 

with 50 min interval.  After the song presentation, the 
numbers of cell with Arc mRNA signals were counted in 
CMM and HF (Table 1).  Sequential presentation of Song A 
and Song B induces different populations of neurons in CMM 
and HF.  In signal-detected neurons, about 60% of cells 
responded to Song A and also Song B.  Only 20% of neurons 
responded to either song.  This ratio is almost same in HF.  
The birds with the same song presented twice showed relative 
high ratio (73%) of cells with nuclei and cytoplasmic signals.  
We have to investigate further the meaning of the information 
coding in CMM and also HF. 

 
Table 1 Arc mRNA signals in female zebra finches from 
different or same song presentation  
 

 

V. DISCUSSION 
We found that catFISH with Arc mRNA is a feasible 

technique for detecting the activity of neurons in the brain of 
female zebra finch.  The signal of Arc mRNA is observed in 
the several regions of the brain, especially CMM and HF.  
This finding indicates a possibility that theses regions are 
used for the information processing of the discrimination of 
songs. 

One of the unlooked-for results is the response in HF 
because no relation has been reported in auditory systems and 
HF. We need to show the real neural connections between 
auditory systems and HF using, for example, retrograde 
tracing of neurons with dyes. Our finding will become the 
first step to reveal a new function of HF. 

In previous study, CMM is reported to discriminate the 
conspecific bird songs from the other sounds in male brains 
[6]. This finding is suitable for our result, and we can suggest 
that CMM is a first information processing region for 
discrimination of conspecific birs songs in also female 
auditory system.  Because the population of neurons is 
responded to the specific bird song, we need a strategy for 
analyzing the response on CMM.  As a future work, the 
metrics for evaluating the distance or similarity/dissimilarity 
between two bird songs will be required.  Then, we can 
compare the informational distance and biological coding 

distance in information processing of the female finch brains.  
Carefully prepared experiments will contribute to construct 
the quantitative model of song discrimination in zebra 
finches. 

VI. CONCLUSION 
In this report, we illustrate that catFISH methods with Arc 

mRNA is effective for visualizing the populations of neurons 
which respond to the specific bird songs.  Using this method, 
we succeed to find the candidates of female brain regions, 
CMM and HF, in charge of discrimination bird songs.  This 
finding promotes the investigation of neural network analysis 
and also contributes to construction of quantitative neural 
models for discrimination of bird songs. 
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Introduction 
Gaze understanding and interaction are essential in making 
humans the uniquely social beings that we are. Its cognitionis 
one of the most primitive of a variety of biological motion, 
since the motor intention of others can be inferred from their 
gaze. There are even suggestions for the innateness of gaze 
cognition, in that newborns show a preference for faces with 
eyes open versus eyes closed, and that infants as early as 10 
weeks of age follow the gaze of others. The behavior of 
humans toward gaze has recently been enthusiastically 
studied by applying a spatial cueing paradigm first 
introduced by Posner (1980)1), and renewed by Kingstone and 
colleagues2). In their elegant experiments, central schematic 
gaze is used as a cue to orient attention in that direction. 
Normally, subjects shift attention in the direction indicated by 
the cue gaze, which is reflected as faster reaction times (RTs) 
in detecting targets presented congruently to the gaze 
direction, opposed to incongruently presented targets (‘gaze 
effect’). The tremendousness of the impact that gaze displays 
on attention is easily imagined when subjects are explicitly 
instructed to attend opposite to gaze direction in 
counter-predictive conditions, but simply just cannot, at 
shorter (300 ms) cue-target intervals. It takes much longer 
intervals, in this case 700 ms, to strategically inhibit this 
automatic orientation triggered by gaze direction. An 
interesting non-biological counterpart to gaze is an arrow sign, 
which has a directional property just like gaze, but no 
biological significance. When arrows are used as cues in the 
same experimental paradigm, normal subjects behave more 
or less in the same manner as to gaze; faster reaction when 
targets appear congruent to arrows, slower when 
incongruent(‘arrow effect’). In this paper, we describe the 
results of three neuropsychological experiments in which the 
Kingstone’s paradigm was given to STS patient, amygdale 
damaged patients and schizophrenics. 
 

Superior temporal sulcus (STS) and Gaze 
1 STS 
The brain region that is implicated in gaze processing, the 

superior temporal sulcus (STS), has repeatedly been 
activated when viewing gaze in the normal brain. This same 
region has recently been reported to be smaller in two patient 
groups that are well-documented for the loss of, or for the lack 
in acquirement of social abilities, namely schizophrenia and 
autism, who are without exception impaired in gaze 
interaction. We have also presented a case, M.J., in a recent 
report, with a circumscribed lesion in the right superior 
temporal gyrus (STG) due to a cerebrovascular accident, who 
manifested a puzzling difficulty in obtaining eye-contact 3). As 
the STG comprises a part of the STS, we investigated her 
ability in processing gaze in this previous report. Indeed, M.J. 
demonstrated a unique impairment in discriminating gaze 
direction, which is the first neuropsychological evidence that 
establishes the right STS as a gaze processor, so often 
implicated in animals and human neuroimaging studies4). 
 
2 Subjects 
The case subject, M.J., is a 60 year-old dextral female with a 
circumscribed lesion in the right STG due to a cerebral 
hemorrhage 5 years ago (Fig. 1).  

 
Fig.1. MRI scan of M.J.’s lesion. A rare lesion almost completely 

circumscribed to the entire right STG, which is indicated by the arrow, 

is shown in a sagital slice. 

 
3 Method 
The experiment was controlled by Superlab software, and 

the stimuli were presented on a 14 in. computer monitor. 
There were two blocks to the experiment: the first block used 
arrow direction as the cue, and the second block used 
schematic faces with gaze direction as the cue. The cues were 
black line drawings as illustrated in Fig. 2. The cue was 
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presented for either 100, 300 or 700 ms randomly (stimulus 
onset asynchrony; SOA), after which a target, X, subtending 
0.6◦, appeared either to the right or left of the cue, 7.1◦ from 
the central circle. There were two cue types (arrows and gaze), 
each in a separate block. The order of the blocks remained 
fixed among subjects. Within each block, cue-target SOAs 
(100, 300, 700 ms), cue-target relations (congruent, 
incongruent, neutral), and target locations (right, left) were 
randomly selected with equal probability to make up a 
non-predictive, spatially-cued, target detection test. Subjects 
were instructed to maintain fixation throughout each trial, 
and upon target detection, to press the space bar on the 
keyboard with their dominant index finger.  

 
Fig.2. Illustration of the trial sequence in the experiment. A fixation 

display was presented for 675 ms, followed by a cue display which was 

either gaze or arrow direction. The cue was displayed for either 100, 

300, or 700 ms, then a target was presented, either to the right or left 

of the cue, and irrespective of cue direction. 

 

4 Results 
Mean RTs as a function of congruency and SOA are shown for 
each cue type in Fig. 3. 
ANOVAs were then conducted for M.J. and the control group 
separately, with cue type (arrows, gaze), cue-target 
congruency (congruent, incongruent, neutral) and SOA (100, 
300 and 700 ms) as the within-subject variables. For the 
control group, the main effect of cue type, congruency and 
SOA were all highly significant, but none of the interactions 
were significant. On the other hand, M.J. demonstrated 
significant main effect of SOA, but the main effects of cue type 
nor congruency reached significance. Importantly, there was a 
significant interaction of congruency × cue type. Such 
interaction did not exist for the control group, indicating that 
M.J. differs from the control group in that cue type modifies 
congruency effect.  
 

5 Discussion 
In this experiment, we have first confirmed that normal 

 
Fig.3. Results of the experiment. The mean RTs of M.J. (line) and 

normal controls (NC; dotted lines) for each cue type, as a function of 

cue-target congruency and SOA length. (Note that the results for M.J. 

include right target trials only.) 

subjects demonstrate faster detection of targets when cued by 
central gaze or arrows that are directionally congruent with 
target location, opposed to incongruent or neutral cues, as 
have been previously reported in a number of studies. This 
facilitation of RTs in congruent conditions might betermed as 
‘gaze (or arrow) effect’, and reflects the significance of such 
signals in orienting the viewer’s attention. In striking 
contrast, M.J., whose right STG is nearly completely 
damaged (and thus, right half of whose STS is damaged), has 
been shownto demonstrate no such gaze effect whatsoever, in 
the face of a quite normal arrow effect. Her error rates show 
that she understood the instructions thoroughly, and was 
attentive throughout the entire experiment. M.J.’s results can 
be summarized as a dissociative ability in utilizing directional 
information from biological (gaze) versus non-biological 
(arrows) signals to orient her attention: impaired for gaze but 
intact for arrows. 
 

Amydgala and Gaze 
1 amygdala function 
The amygdala has captured much interest for its intriguing 
function in processing the emotional valence of a stimulus, 
and modulating perception, behavior, and memory based on 
such valence. In the growing field of social cognition, a rather 
specific role of the amygdala in recognizing fearful faces has 
been repeatedly demonstrated in both neuropsychological5) 
and neurofunctional6) studies. More specifically, the 
importance of the eye region in fearful faces has been 
emphasized through functional neuroimaging studies where 
fearful eyes and even fearful eye-whites havebeen shown to 
be sufficient in activating the amygdala.  Recently, a further 
role of the amygdala has been identified in a bilateral  
amygdala-damaged case, SM, who failed to make gaze 
fixations on the critical feature of faces, that is, the eyes, 
thereby hampering her ability to decipher emotion expressed 
through faces 7). The finding from this case thus indicates that 
the amygdala does not merely process incoming emotional 
stimulus but actually participates in seeking for relevant 

128



stimulus from the environment, and allocating attention 
toward it. Indeed, a number of functional neuroimaging 
studies have demonstrated that aversive faces that escape 
conscious awareness, as when unattended to due to 
competing stimuli, when subliminally presented, or even 
when unperceived due to blindsight, are nonetheless 
captured by the amygdala as seen in its activation. However, 
to date, few neuropsychological investigations have addressed 
the impact of amygdala lesion on attention. The outstanding 
question that we have set out to address in this report is 
whether amygdala lesion affects attentional orienting 
triggered by relevant cues, and if so, whether there is any 
distinction between social and nonsocial cues. Here, we have 
tested 5 subjects with unilateral amygdala lesions in spatial 
cueing tasks employing gaze and arrow cues8). 
 
2 Subjects and Method 
Five subjects with unilateral amygdala lesion (right, 2; left, 3) 
participated in the study. Magnetic resonance imaging (MRI) 
slices depicting the amygdala lesion are presented for each 
subject in Figure 1. We used the same Kingstone’s paradigm 
as in case of STS patient. 
 
3 Results 
The mean RTs as a function of congruency and SOA are 
shown for each cue-type, for each group in Figure 3. Raw RTs 
were then submitted to ANOVA with a between subject 
variable of group (amygdala, normal), and within-subject 
variables of cue-type (Arrows, Eyes, Faces), cue-target 
congruency (congruent, incongruent, neutral), and SOA (100, 
300 and 700 ms). In sum, unilateral amygdala-damaged 
subjects demonstrated a distinctive difference from the 
normal subjects in that their response is differentially 
facilitated by congruent arrow cues but not by congruent gaze 
cues. 
 
4 Discussions 
In this study, we have demonstrated in a group of unilateral 
amygdala-damaged subjects, a robust deficit in attentional 
orienting triggered by gaze direction, in the face of a relatively 
normal orienting to arrow direction. This is evidence for the 
selective role that the amygdala plays in detecting and 
analyzing significant social stimuli, and orienting attention 
accordingly. Such function, when damaged, might underpin 
many of the intriguing impairments identified in a number of 
amygdale damaged subjects. Namely, the aforementioned 
impairment in recognizing fearful faces, the difficulty in 
discriminating gaze direction, the misjudgment of 

 
Fig.4. MRI of 1-5 (a-e, respectively), each depicting a lesion in the 

unilateral (case 1 and 2, right; case 3-5, left) amygdale. 

 
Fig.5. Results of the experiment. The mean RTs of the amygdale group 

(AM, lines) and normal controls (NC, dotted lines) for each cue type, as 

a function of cue target congruency and SOA length. 

 

trustworthiness and approachability from unfavorable faces, 
and the impairment of making fixations on eyes might all be 
attributed, at least in part, to a common fundamental deficit 
in exploring for a relevant social signal, allocating attention to 
it, extracting the critical feature, and guiding behavior 
accordingly. 
The current study answers in the affirmative to the 
outstanding question of whether the social (or biological) 
valence of a stimulus (e.g., eyes opposed to arrow signs) is 
critical for amygdala involvement. In close resemblance is the 
finding from a case with a lesion to the right superior 
temporal sulcus (STS) area, where biological motion 
processing is often implicated. This patient also demonstrated 
a deficit in gaze-triggered orienting in the face of an intact 
arrow-triggered orienting. The similar findings from the 2 
studies implicate that the amygdala and the STS might work 
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in concert to selectively process significant social stimuli such 
as eyes. The amygdala, where very rapid, but coarse 
information enters, might be in the position to detect 
potential social stimulus, and crudely evaluate its significance. 
Through its reciprocal connections with the STS, the 
amygdala might then relay potentially significant biological 
stimuli to the STS for finer analysis.  
 

Chronic Schizophrenia and Gaze 
Schizophrenia is a neuropsychiatric disorder which can be 
disabling due to a variety of socio-cognitive impairments. One 
of its most intriguing symptoms is the abnormal sensitivity to 
gaze. In a typical course of schizophrenia, the acutely-ill 
patient often expresses complaints of ‘always being watched’, 
reflecting heightened sensitivity to gaze. Through its course 
into chronicity, however, the patient becomes more and more 
withdrawn, and hyposensitivity to gaze takes place. This is 
often observed through the patient's gaze behavior; he/she 
becomes very reluctant in engaging in mutual eye contact. 
Some previous studies have highlighted this hyper/ 
hyposensitivity to gaze.  
 
2 Subjects and Method 
Twenty-two clinical participants were recruited from a 
psychiatric hospital in the suburb of Tokyo. We used the same 
Kingstone’s paradigm as in case of STS patient. 
 
3 Results and Discussion 
In a spatial cueing experiment using central gaze/arrow 
direction as cues, we have demonstrated that a relatively 
uniform population of chronic, medicated schizophrenia 
differs from normal controls in terms of reduced benefit from 
congruently directed cues in detecting peripheral targets. 
Moreover, this benefit reduction in schizophrenia appears to 
be evident for gaze cues, but not for arrow cues. In the present 
experiments, we have demonstrate ed that congruency 
benefit is reduced in long-term schizophrenia in a spatial 
cueing paradigm using central directional cues9). This finding 
is indicative of a gaze-specific hyposensitivity in chronic 
schizophrenia. 
 

Future Direction 
In future, we should make a cognitive model of gaze 
understanding according to the results of above mentioned 
three experiments, and conduct a computational simulation 
of recognition of gaze and intention through data obtained. 
On the other hand, we now examine the mechanism of sense 
of agency in normal individuals and schizophrenics.  

Our experiment was designed to study the abnormal 
experience of the temporal causal relation or binding between 
action and sensory consequence in the external world, and 
aimed to evaluate how patterns of mis-attributions of 
self-agency differ among normal subjects and schizophrenics. 
Moreover, we now conduct a computational simulation study 
through the multiple forward models which explain the 
results of the agency experiments10). In cognitive science and 
robotics, these studies should shed light on the studies for 
designing and developing user-friendly interaction between 
human and machines. 
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Abstract—Phenotypic plasticity can enhance the survival 
probability or the reproductive success on an identical genetic 
background in the species. We investigate the neuro-endocrine 
systems for the transition of behavioral phenotype in response 
to changes in social environment in insects. We found the 
physiological dimorphisms in the brain between different 
phenotypes: the different levels of brain biogenic amines 
between the castes in honeybees. Workers can change their 
reproductive states in the absence of a queen. During the 
transition, the levels of tyramine and dopamine in the brains 
increased in reproductive workers. These biogenic amines in the 
brain can modulate the caste-specific behaviors and these have 
an important role of the behavioral transition. The process may 
lead to the formation of morphological caste-specific brain.  

I. INTRODUCTION 

Phenotypic plasticity can enhance the survival probability 

or the reproductive success on an identical genetic 
background in the species. This involves a complex suite of 
characters, including behavior, color, morphology, endocrine 
physiology, reproductive development and fecundity. 
Phenotypic plasticity is known in broad taxa of animals [1], 
[2], [3], [4]. In social insects, the caste is a phenotypic 
plasticity with diverse morphological changes. The division 
of reproduction (reproductive caste) is a behavioral 
specialization to enhance the efficiency of individual 
behaviors, and the growth and reproductive success of the 
colony. Queens engage directly in reproduction, whereas 
workers perform other tasks, including care of the queen and 
brood, guarding the nest and foraging. Such a behavioral 
dimorphism may result from the physiological and 
morphological differences of the central nervous systems 
(CNSs) that formed through the developmental program 
during larval and pupal stages [2], [5]. There have been 
reported the morphological dimorphism of the CNSs between 
castes in social insects (Fig. 1) [5], [6], [7], [8]. Adult 
individuals can not change their morphology of exoskeleton, 
but they can change the morphology and physiology of the 
CNSs. Workers can develop the reproductive organs with its 
motor systems in the absence of a queen and appear the 
queen-like behaviors. The behavioral transition of 
reproductive individuals can be a good model for studying the 
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remodeling of CNSs in response to social environment. 
 

 
 

Fig. 1 Morphological dimorphism between castes in honeybees 
AL: Antennal lobe, MB: Mushroom body, OL: Optic lobe, 
Ov: Ovary, TAG: Terminal abdominal ganglion 

II. MODEL 
Brain transition from normal workers to reproductive 

workers seems to be composed of the steps at physiological, 
behavioral and morphological levels. First step of the caste 
transition in the brain may be the detection of changes of 
social environments by sensory systems (Fig. 2). The process 
follows the changes of endocrine valances within a brain 
(physiological transition), the appearance of queen-specific 
behaviors and disappearance of worker-specific behaviors 
(behavioral transition) and the feedback into the brain 
morphology by the repetitive queen-specific behaviors 
(morphological transition). We have the working hypothesis 
as a model of the remodeling of brains for caste transitions 
(Fig. 2). This model is partly supported by previous reports 
[9], [10], [11], [12], [13], [14], [15], but is not fully 
demonstrated and still controversial. 

To test our working hypothesis and to explore the neural 
mechanisms underlying the caste transition, we would tackle 
the following topics: 

 
(1) Physiological and morphological differences of the brain 

Reorganization of the central nervous system responding to changes 
in social environment in insects 

T. Nagao and K. Sasaki 
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between castes 
(2) Physiological changes of brain during the caste transition 
(3) Effects of biogenic amines on caste-specific behaviors 
(4) Morphological changes of brain during the caste 

transition 
 

Fig. 2 Transition process of reproductive workers 
 
 

III. EXPERIMENTS 

A. Physiological differences of the brain between castes  
To determine whether the brain endocrine condition differs 

between the caste in honeybees or not, we quantified the brain 
biogenic amines by HPLC-ECD system and compared the 
levels between queen and workers. Brain dopamine levels in 
newly emerged queens were remarkably higher than those in 
same aged workers (Fig. 3). The dopamine levels in queens 
were more than 5 times as large as those in workers. These 
higher dopamine levels were also detected in the 
haemolymph, suggesting that the higher dopamine levels in 
queens may affect not only the brain but also the other tissues. 
Although the behavioral roles of dopamine in the queens 
remain unknown, dopamine may be involved in the 
reproductive states or queen-specific behaviors [16]. The 
distribution dopamine secretory cells in the brain of 
honeybees have been reported [17][18]. Since morphological 
differences of the cells between the castes were not found 
[19], the differences of dopamine levels may result from 
differences of activities for dopamine synthesis. Pupae of the 
queens had also the higher levels of brain dopamine. 
Therefore, the differences of brain dopamine levels between 
the castes were formed through the developmental program 
during larval or pupal stages. Dopamine may be a key 
substance to investigate the physiological dimorphism in the 
brain between the castes. 

 

 
 
Fig. 3 Brain dopamine levels in workers and queens in honeybees.  

Values in the bar indicate the sample size that we examined. 
Differences were examined by Mann-Whitney U-test. 
 
 

B. Physiological changes of brain during the caste 
transition 

To induce the transition of reproductive states from normal 
workers to reproductive workers, two cohorts of newly 
emerged workers were kept under queenless condition. The 
other two cohorts of the same aged workers were kept under 
queenright condition as a control. Queenless workers could 
develop the ovaries with mature eggs and initiate to lay eggs 
until 15day-old (Fig. 4), whereas queenright workers did not 
develop the ovaries. 

 

 
Fig. 4 Ovarian development in honeybee workers 
 
 

Both 17day-old normal and queenless workers were 
sampled and quantified the brain dopamine levels. Brain 
levels of dopamine in queenless workers were significantly 
higher than those in normal workers (Fig. 5).  
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Fig. 5 Brain dopamine levels in both normal workers (17days old) 
and queenless workers (17days old) in honeybees. 

 
Tyramine is also a candidate of substance for the transition 

from normal workers to egg-laying workers. Brain tyramine 
levels in queenless workers were significantly higher than 
those in normal workers at both 10days and 17days (Fig. 6). 
This results show the earlier increase of brain levels of 
tyramine than dopamine. To test whether tyramine levels can 
respond to the changes in social environment, we transferred 
the 10day-old queenless workers into the queenright cohort. 
These transferred individuals (17day-old) showed an 
intermediate ovarian development in comparison to 
reproductive workers. The intermediate reproductive workers 
had intermediate levels of tyramine in the brain (Fig. 6). Thus, 
brain levels of tyramine seem to be sensitive to changes in 
social environment, which suggest that tyramine may be 
involved in a switching of the transition in reproductive 
workers. 
 

 
Fig. 6 Relative differences in brain levels of tyramine in 
reproductive 

 and intermediate reproductive workers. 
 
 

C. Effects of dopamine or tyramine on the reproductive 
states 

To explorer the functional roles of dopamine and 
tyramine in the transition in reproductive workers, we tried an 
oral application of dopamine or tyramine to the queenless 

workers. Oral treatment with biogenic amines serves as a 
non-invasive method of reliably elevating the levels of 
biogenic amines in the brain [20], [21]. For these treatments, 
newly emerged workers were transferred into plastic cups and 
given freely a dopamine or tyramine solution for 2 h. As a 
control, bees were given only 50% sucrose solution for 2 h in 
another cup. The set of feeding treatments was repeated on 
the same individuals 4 days old (3 days after the first 
introduction), 9 days old and 16 days old. Then 17-day-old 
bees were collected and killed with liquid nitrogen, and used 
for HPLC analysis. The queenless workers fed dopamine 
solution had significantly larger levels of brain dopamine and 
its metabolites (NADA) than control queenless workers (Fig. 
7a). This suggests that dopamine can be absorbed from the 
gut and transferred into the brain. This treatment can 
accelerate the ovarian development (Fig. 7b). Ovarian 
diameters in the workers given dopamine were significantly 
larger than those in control workers. The results of tyramine 
application were similar to the results of dopamine 
application. Oral application of tyramine in queenless 
workers could cause the elevation of brain dopamine levels 
and accelerate the ovarian development.  

 

 
 
Fig. 7 Effects of dopamine application on the brain amine  

levels (a) and the ovarian development (b). Values in 
the bar indicate the sample size that we examined.  
Differences between groups were examined by Mann- 
Whitney U-test 

 
 

D. Behavioral effects of dopamine or tyramine on worker’s 
behaviors 

There are several reports on behavioral effects of 
dopamine or tyramine on worker’s behaviors. Dopamine 
reduces the percentage of bees responding to conditioned 
stimuli and inhibits information retrieval, but does not affect 
the storage processes [22], [23], [24]. Tyramine can inhibit 
the initiation of foraging behavior [21]. These effects seem to 
be consistent with behaviors of the queenless workers.  

We tried to determine the other behavioral effects of 
tyramine by its oral application. Since honeybee workers 
respond sucrose solution by the taste sensilla on both the 
antennae and the tarsi, we examined the behavioral response 
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to sucrose in queenless workers fed tyramine. The behavioral 
responses to sucrose by the tarsi were higher in workers fed 
tyramine than control workers (Fig. 8). The enhanced sucrose 
response may make the queenless workers intake more food 
for yolk formation in the ovaries.  

 

 
Fig. 8 Behavioral response to sucrose by the tarsi in both tyramine 

 fed (n = 20) and control workers (n = 20). 
 
 

IV. CONCLUSION AND FUTURE PLAN 
A series of our experimental works reveals the 

neuro-endocrine process of the brain transition to 
reproductive workers. Biogenic amines, especially tyramine 
and dopamine may have important roles in the physiological 
and behavioral transition.  Tyramine may be associated with a 
switching on the initial process of the physiological transition 
and with an increase the brain dopamine levels. Brain 
dopamine may be related with ovarian development. These 
biogenic amines may also affect the caste-specific behaviors. 
Behavioral effects of these amines still remain unknown. 
Further investigations of behavioral modulations by the 
biogenic amines at neural levels are needed. We also plan to 
determine the brain morphological changes by a repetition of 
the caste-specific behaviors. Since there have been reported 
the brain morphological dimorphism between queens and 
workers [5], [6], [7], [8], we would focus on the dimorphic 
brain region. 
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Abstract

Purpose of this project is aiming to reveal social brain 

functions in primates at single neuronal level while they 

are showing social adaptive behaviors. There were two 

major achievements this year for pursuing the function. 

One was success in developing new technology, 

multi-dimensional recording (MDR), which allowed us 

to record neuronal activity from multiple brain areas 

and multiple monkeys when they were performing social 

tasks. The other was starting preliminary studies using 

the technique. The preliminary results showed dynamic 

neural adaptation to social environment in parietal 

cortex and the results led us to employ engineering 

approach of revealing mechanism of social 

communication.

INTRODUCTION

We, human beings, have higher cognitive functions, 

such as inference and language and are using the 

functions unconsciously in daily life. Dividing 

cognitive functions in terms of unconscious and 

conscious processes, most of the functions might be 

categorized into unconscious processes. Among our 

cognitive functions, we could develop complex 

linguistic communication methods through evolution 

which other species could not develop. Language has 

multi-layered structure which can carry complicated 

information than non-verbal communication. Thus, it 

is thought to be a one of the major reasons why we 

could gain outstanding intelligence. On the other hand, 

social pressure due to our complex social structure that 

requires heavy cognitive load to adapt our behavior to 

social demands is another reason why we could gain 

our intelligence. The function is called social brain 

function.

There were many challenges that tried to reveal 

mechanism of the function but still fundamental 

mechanism of the function is totally unknown. The 

largest reason why the neuroscientific challenges were 

not succeeding was because it was not easy to control 

social parameters scientifically and quantitatively, 

which was not the same as studying visual and auditory 

functions. At the same time, cognitive ethological 

studies reported that primates showed social adaptive 

behaviors that suggested the existence of the social 

brain functions in primates. However, it is not clear if 

their social brain function is comparable to ours. 

Conventional
Recording Technique

Conventional
Recording Technique

Top Down

Bottom up

Figure 1 Society consists of multi-tiered networks from 

neural network to social network. 

Figure 1 indicates schematic view of structure of 

multi-tiered social networks. Society consists of many 

brains. There is a hierarchical structure between brains 

that significantly influences on our behavioral choices. 

The social structure is continuously modulated by 

action of self and others. In each brain, neural 

functions are achieved by network function of multiple 

brain regions. In this network layer, there is anatomical 

hierarchical structure that regulates the function. The 

structure could be modulated but less dynamic that 

social structure. In each brain region, the function is 

implemented by local neural network. The complex 

nested neural and social networks are dynamically 

modulating and thus generating the society. 

If we aim to reveal social brain functions at neural 

level that are implemented by multi-layered networks, 

conventional approach is not sufficient due to several 

Multi-Dimensional
Recording Technique

Multi-Dimensional
Recording Technique
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reasons. The largest reason is that conventional 

approach requires strict control of behavioral 

parameters, but it is not possible to control social 

parameters in studying social brain. The other major 

reason is that conventional methods can handle only 

single-dimensional parameters, while social brain 

function is dealing multi-dimensional parameters. This 

is critical problem in studying social brain function but 

there was no way of solving the problem.  

Thus, we developed a new technique, called 

multi-dimensional recording technique (MDR) and 

introduced the technique to reveal the mechanism of 

the social brain function at single cell level which is the 

aim of our project. There are two different aspects in 

tackling the issue. One is developing MDR technique 

and the other is application of the technique in neural 

recording and analysis to find neural correlates of 

social brain functions. I will explain current status of 

the project in terms of these two aspects below. 

MULTI-DIMENSIONAL RECORDING 

Current status: I have originally started developing 

MDR few years before. This is quite a novel approach 

and essential for revealing social brain mechanism. As 

I have described above, it is not possible to learn social 

brain functions in conventional technique. It is because 

social brain functions can not be described by behavior 

of single agent or single neurons which conventional 

methods were dealing. Moreover, social structure is not 

steady and unpredictable so that controlling the 

environmental parameters is impossible. Taking these 

fundamental problems, I concluded that conventional 

methods were not adequate and thus started 

development of MDR technique. 

For recording neural activity from many neurons in 

multiple brain regions, I decided to employ chronic 

multi-electrodes recording system.  

Figure 2. Left) schematic view of chronic implantation of 

multiple-electrodes. Right) Actual implantation of 72 

electrodes in monkey’s brain. 

Figure 2 indicates chronic implantation of 72 

tungsten electrodes (0.12mm diameter, 800K-1.2M )

in prefrontal cortex, premotor cortex, primary motor 

cortex, parietal cortex and caudate nucleus. Each 

electrode was attached to a micro-manipulator and was 

independently depth adjustable. Using the method, we 

could record neuronal activity for 2-3 months. Stability 

of neural recording was gradually increased during 1-2 

weeks after implantation and yield of electrodes 

collecting neural activity was reached to more than 

80% at the best. The best performance lasted for a 

month and gradually yield decayed over time. After 

recording was completed, electrodes were pulled out 

and new set of electrodes will be implanted for next 

recording session. 

The most excellent point of our recording methods is 

stability of acquiring neural signals. The level of the 

stability is far beyond conventional technique. In 

conventional recording technique, head motion always 

caused loss of neural signal so that head free recording 

has not been never thought. In conventional methods, 

head of monkey has to be tightly fixed and number of 

electrodes used simultaneously was very limited. The 

electrodes were acutely implanted and not often left 

chronically. 

However, in our recording methods, we succeeded to 

remove these technical restraints so that we could allow 

monkeys free head motion. Neuronal activity recorded 

while monkeys were moving their heads freely was 

stable and level of the stability was better than 

conventional technique. We thought that the stability 

was gained due to chronic implantation in which 

mechanical stress between tip of electrode and 

surrounding brain tissue was minimized.
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Figure 3 Population histograms of Parietal and prefrontal 

neurons of two monkeys 

Using the method, we succeeded recording neuronal 

activity from two monkeys simultaneously. Figure 3 

shows population histograms of parietal and prefrontal 

neurons recorded from two monkeys simultaneously. 

During the recording, there was no behavioral 

constraint. Monkeys could move head, torso and arms 

freely. There was no report that record neuronal 

activity from multiple monkeys while they were 

showing natural social behaviors. 

Allowing natural behavior caused new problem that 

there was no controlled motion so that association 

between behavior and neural activity was difficult. 

Therefore, we decided to introduce motion capture 

system to monitor and record any behavioral episodes 

during the task instead of controlling and monitoring 

specific task parameters. Motion capture system is a 

non-invasive technique that records three-dimensional 

location of reflective markers attached on subject’s 

body. We designed custom made motion capture suit 

for each monkey and succeeded reconstructing 

monkeys’ behaviors on computer. 

Combining these two methods, chronic 

multi-electrodes recording and motion capture systems, 

provided huge advantages in revealing social brain 

functions in primates.  

Potential problems A current quality of MDR 

technique has been reached to certain level that 

convinced us to start actual experiment. However, there 

are many issued which have to be solved. As for 

chronic recording, there is limitation in days of 

recording and depth of the electrodes has to be adjusted 

at daily basis. It suggests that there is a problem in 

biocompatibility between electrode and brain tissue. To 

solve the problem, we have to find better materials of 

electrode and insulation. And also changing diameter 

and stiffness of the electrode may be other issues to 

gain biocompatibility. Moreover, immune suppressive 

substances administrated by coating the tip of the 

electrode may reduce immune reaction. 

Another issue is physical wiring problem in our 

recording system in which monkeys have to be wired to 

record neuronal activity. The cable restrains monkeys’ 

behaviors slightly and sometimes monkeys pull out the 

cables and break expensive cables. To avoid the risks 

due to the cable issue, we have to consider introducing 

telemetry system. 

REVEALING NEURAL MECHANISM OF 

SOCIAL BRAIN

Current status: In parallel with development of MDR 

system, we recorded neuronal activity from two 

monkeys simultaneously this year while they were 

performing social tasks as a preliminary study. The task 

they performed was simple food grab task. In each trial, 

a piece of food was place on a table where monkeys 

were sitting around, in three different relative positions. 

If monkeys could reach to the food, they could take the 

food. There was no cue provided that told who should 

take the food. Figure 4 indicates how monkeys behaved 

in the task.

Figure 4 Two monkeys (M1 and M2) were located around 

the table in three relative positions. M1 took all of available 

food without hesitation but M2 suppressed responding to the 

food where M1 could reach. 

In position A, where two monkeys were facing each 

other and no conflict occurred, they reached to all of 

reachable food without hesitation and ignored each 

other. However, in position B and C, where conflicting 

space emerged at the corner between them, M2 

changed his behavior. He stopped reaching to the food 

if M1 could reach the food. In contrast, M1 still took all 

of available food without hesitation. In these positions, 

M1 was still ignoring M2 but M2 surreptitiously 
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watched M1. Based on these findings in their behaviors, 

we concluded that there was significant hierarchy 

between them and M2’s behavioral selection was 

narrowed by social suppression due to monkey’s 

hierarchical status. 

Figure 5 Proportion of motion related parietal neurons of two 

monkeys at three relative positions. 

Figure 5 indicates proportion of motion related 

parietal neurons while monkeys were performing food 

grab task at three relative positions. The figure shows 

that in both monkeys, parietal neurons tended to 

respond to motion of self and right hand but smaller 

response to other motions. However, the laterality that 

was shown in position A was decayed in position B and 

C. Neurons that were mainly responded to self right 

hand motion started to respond to motion of others. The 

findings suggested that neural modulation occurred in 

response to modulation of social context which was 

subjectively defined depending on monkey’s internal 

social hierarchical status. 

The result of preliminary study showed that monkey 

switched behavioral strategy if they started sharing a 

social space and, at the same time, neuronal response 

properties were also modulated in response to social 

contextual modulation. 

Potential problems In the preliminary study, we 

found that neurons were responding to many 

parameters that were not expected to analyze. For 

instance, motion of experimenter was not thought to be 

important when we started the study, but it turned out 

that experimenter’s action showed large impact on 

monkeys’ behavioral choices. It suggested in study of 

social brain function that we should monitor and record 

any available parameters in the social environment as 

much as possible. 

Monitoring eye movement is other important issue 

which we have to deal, because eye position is an 

important behavioral parameter that reflects attention. 

However, there is no available recording system in the 

market for monitoring accurate eye position in primates 

if monkeys are moving freely.

PLANS FOR NEXT YEAR

We have completed basic preparation for pursuing 

social brain functions in primates and applied the 

technique for preliminary study. Through the 

preliminary study, it turned out that MDR technique we 

invented this year would provide sufficient information 

for revealing social brain functions at single cell level. 

We will improve the MDR technique in stability and 

accuracy of signals. We will continue the study and add 

more features in the task such like motivation, emotion, 

sympathy and empathy. We will also widen recorded 

areas from association cortices to sub-cortical areas, 

including basal ganglia and limbic system. These 

expansions may help understanding a realistic network 

mechanism of social brain functions. 

One more important expansion of our project is 

integration of physiological approach and engineering 

approach. We started collaboration project with 

Kuniyoshi Lab at Tokyo Univ. in finding a way of 

retrieving intention of subjects by estimating from 

subject’s behaviors. The project was started last 

summer and it is providing very interesting findings. 

We are expecting the integration study will open totally 

novel filed and may help understanding social brain 

functions from different view. 

138



 
 

 

  

Abstract— In this note, we consider a basic structure of 
adaptive mechanism of Mobiligence. Concretely, considering 
the results of passive dynamic walk, we propose a 
primitive-template-structure of the adaptive structure. The 
simplest structure consists of a passive part and a active part. 
More complicated structure is built by these structures and 
constructs a multi-layered structure. 

 
1. INTRODUCTION 

In this note, we discuss a common principle of Mobiligence. 
To do so, we have to consider both (a) Structure of adaptive 
mechanism and (b) Algorism of adaptive function. Here, we 
discuss the structure of the adaptive mechanism as the first 
step.  
 Concretely, as an example, we research an embedded 
adaptive function in phenomenon of passive dynamic 
walking. Then, expanding the considered results, we propose 
a kind of primitive template structure of an adaptive 
mechanism of  Mobiligence. The template consists of 
“Passive Adaptive Function” and “Active Adaptive 
Function”. Furthermore, we insist that a general adaptive 
function may be constructed by multi structured templates.  
   According to the consideration, it is conjectured that the 
adaptive function at various levels in various seeds can be 
expressed by the difference of the contents of the template or 
the number of the nest of template structure. 
   The contents of the note are as the following. In Chapter 2, 
we consider the passive adaptive mechanism (passive 
adjustment function and passive canalization) that the passive 
movement walking has. In Chapter 3, focusing on the concept 
proposed in Chapter 2, we propose the basic structure of the 
adaptive mechanism of Mobiligence. We summarize the 
consideration in Chapter 4. 
 

2. ADAPTIVE FUNCTION IN PASSIVE 
DYNAMIC WALKING 

   From our previous researches, the following results concerned 
with passive dynamic walking are known. See Fig.1. 
 

 
Fig.1 Passive dynamic walker 

Here, the parameters are set as the following.  M：mass of the 
hip = 10.0[kg], m：mass of the leg =1.0[kg],  ℓ：length of the 
leg = 0.3 [m], r：distance between the hip and the center of 
gravity of the leg = 0.15 [m], g：acceleration of gravity 
=9.8[m/s2], α：slope angle of the slope [rad], θp：angle of the 
support leg measured from perpendicular from the waist to 
the slope [rad], θw：angle of the swing leg measured from 
perpendicular from the waist to the slope [rad]． 
1) Implicit Feedback Structure:Phenomenon of passive 
dynamic walking is stable in the sense of walking. The 
reason of the stability is the existence of the implicit 
feedback structure in the Poincare map.  

2) Adaptive function: Passive dynamic walker can robustly 
walk under small variation in the angle of the slope or the 
parameters of the body. These variations can be regarded as a 
kind of variation of environment. If the variations become 
larger, then the passive dynamic walker changes the walking 
pattern autonomously so as to continue the walking ( selection 
of feedback structure : see Fig.2 ). We regard the function as a 
kind of passive adaptive function embedded in the passive 
dynamic walking system.   
  

 
Fig.2 Implicit Feedback Structure in PDW 

 
When we see the passive adaptive function to continuous 

environmental change from another viewpoint, the following can be 
seen. That is, once achieve a one-period walking which can be easily 
gotten, gradually change a parameter. Then we can easily have 
multi-period walking pattern which is usually difficult to achieve. 
This implies "Canalization" well known in the embryology.   

Summarize from the above, we can have the following finding. 
FINDING: The passive adjustment function (Passive Canalization 
is naturally included) exists inside the passive movement walking. 
In addition, to deal with a big environmental change, it only has to 
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construct an active adaptive function on the high layer of this 
function.                   □ 
 

3. A CONJECTURE ON STRUCTURE OF 
MOBILIGENCE 

   In this chapter, expanding the considerations of the previous 
results, we try to construct a primitive template structure of the 
adaptive structure. To do so, at first, in 3.1, we list up some 
characteristic features which can be seen in many species. 
Then, in 3.2, we show a candidate of structure of 
Mobiligence. 
3.1 Understanding of situations 

Observing many living things, we can see the following 
basic restrictions in the constructing of the structure of 
Mobiligence. 
Embodiment: Living things have its own body. The body is 
always dynamical.  

Brain structure: The structure of brain is multi-layered. The 
lowest layer brain has very strong connection with the body 
movement. The upper layer brain exists with the suitable 
matching on a lower brain. 

Transference: The upper layer brain tends to transfer the 
processing which can be treated by a lower layer brain to the 
lower layer brain as much as possible.  

Complexity: ：A complex adaptive function exists in the 
action of one individual. 

Sociality: A hierarchical adaptive function exists in the action 
of the individual and the action of the society. 

Optimality: In the appearance of Mobiligence, optimization 
to various levels (scale of the time or a complexity) works. 

Canalization: The evolution of the living thing has the 
tendency to persist in the route. The concept of canalization ． 

3.2 Conjectures on Structure of Mobiligence 
First of all, "Hierarchy" is recollected from the 

consideration of the paragraph in the above. At that time, from 
the consideration that the nature likes simple, we think that a 
kind of Hierarchy by the same structure is reasonable.  

 

 
Fig.3 Example: Passive Adaptive Function in PDW 

  

And if we go down the lowest level of the structure, the 
function has a strong relationship with the dynamics of the 
body. One example of the lowest passive adaptive function 
can be seen in the passive dynamic walking. That is, we can 
consider the adaptive function in walking as the following. 
Based on the passive adaptive function and passive 
canalization, active adaptive function and active canalization 
are constructed. See Fig.3. 

Based of the considerations, we can propose a candidate 
of primitive template of Mobiligence as the following.  
Primitive Template of Mobiligence: The template has 
2-layed structure. The lower layer can be considered as a 
passive element and the upper layer can be considered as an 
active element. See Fig.4. 

 
Fig.4 Primitive Template of Mobiligence 

 
Start with this template, then we can construct more 

complicated Mobiligence by multi-layered as shown in Fig.5. 
Multi-layered Dynamical Structure of Mobiligence: Our 
proposed model of  Moiligence can be shown in Fig.5.  

 
Fig.5 Multi-layered Dynamical Structure of Mobiligence 

 
4. CONCLUSION 

   In this note, we discussed a candidate of structure of adaptive 
structure in Mobiligence. The point of this discussion is the 
following. (a) We started the discussion from the lower dynamics 
instead of the high intelligence. (b) We assumed that the adaptive 
function consists of Passive part and Active part. 
   Problem in the future is to justify the conjecture. To do so, we 
aggressively discuss with GroupA,B and C. 
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Mobiligence  
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Abstract： In this note, the activity report of the 
Group D01 in 2006 is shown. The group has been 
organized for searching the common principle of 
Mobiligence. Concretely speaking, we show the 
considerations from the following three points. A. 
Walking principle in passive dynamic walking. 
B.Realtime shape control of the modular robot whose 
degree of freedom is big. And finally, we discuss the 
structure of Mobiligence. 
 

１．Introduction 
 In Group D, we mainly consider the concept of 

Balance as a common principle in Mobiligence. That 
is to say, we think that there exists some kind of 
feedback structure in Mobiligence of many situations 
( for example, GroupA, GroupB and GroupC ).  The 
result is expected to be reduced to the design principle 
of movement wisdom in the robot including the living 
thing.  
 

2. Tow approach to Mobiligence 
Searching for basic logic from a minimum setting is 

important to understand the appearance principle and 

the construction principle of Mobiligence in the 

composition theory. It is called, so-called "Minimal 

design" or "KISS (Keep- It- Stupidly- Simple) 

principle".  

 

Fig.1 Approach to Mobiligence 
 

In our group, we start from the following two 
meanings of minimal design. See Fig.1. 
A) Diversity of movement which can be seen in 

passive dynamic walking that reduces degree of 
freedom ultimately 

B) The component is simplified ultimately, and the 
diversity of the movement that appears by enlarging 
the number of the components ultimately. 

 

3．Adaptive Function in PDW 
In this chapter, we review some interesting 

phenomenon in PDW. At first, it is well known that 
the PDW is stable. And furthermore, we can observe 
the bifurcation phenomenon in the PDW. In the 
simulation would, these facts have been known since 
1986. We show the bifurcation phenomenon occurs in 
the real world in 2000. See Fig.2.. 

Fig.2 Stability and bifurcation in PDW 

 

To know the reason of the stability, we have to 
study the Poincare Map Pk which expresses the model 
of walking of PDW analytically. As the results, we 
found that the Implicit Feedback Structure is 
embedded in the Poincare Map. See Fig.3.  

Furthermore, we also found that the similar 
feedback structure can be seen in the Poincare Map in 
the multi-periodic walking. See Fig.4. 

Recently, we carried out some interesting 
simulations. In the next, we introduce the simulation 
results. In this chapter, we introduce the simulated 
results and propose a concept of Passive Adaptive 
Function. 
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Fig.3 Implicit Feedback Structure 

 

Fig.4 Multi Structured I.F.S. 

 
3.1 Simulated Results 
C1) Environment : Slowly varying slope angle 

It is easy to find the stable initial condition for 
1-period walking. And, it is difficult to find the initial 
condition for 2-4-..period walking. But, if the slope 
angle α(t) varies slowly, we can easily have the 
multi-periodic walking very easily. See Fig.5.   

 

Fig.5 Slowly varying slope angle 
                        
C2) Embodiment: Slowly varying body parameter 

It is easy to find the stable initial condition for 
small robot. And, it is difficult to find the stable initial 
condition for big robot. Here, the difference between 
the small robot and the big robot is the mass ratio μ. 
The mass ratio is μ=m/M. Here M is the mass of the 
body and m is the mass of the leg. The mass ratio μ of 
the small robot is smaller than that of the big robot. 
See Fig.6. 
 

 

Fig.6 slowly growing up robot 
 

 Fig.7 shows the simulated results indicated in Fig.5 
and Fig.6. From the results, we can see the searching 
of the initial condition is carried out.   

 

Fig.7 Simulated results 
 

3.2 Passive Adaptive Function 
 From the above considerations, we propose a kind 
of structure of intelligence in the living things. 
  At first, we think that the simulated results shown 
in 3.1 imply the validity of a concept of canalization 
well known in the field of Embryology. And these 
simulated results show that the passive dynamic 
walker walks down on the slope changing the walking 
pattern automatically. This implies the existence of a 
kind of adaptive functions in the dynamics of the 
passive dynamic walker itself. We call this function as 
Passive Adaptive Function. Of course, the ability of 
the passive adaptive function is insufficient for the 
living things to live in the environment which is 
variously changed. Therefore, we propose the adaptive 
function of the living thing as the following. That is, 
the adaptive function consists of the two adaptive 
functions. One is the passive adaptive function 
mentioned in the above. And the other is the Active 
Adaptive Function. This is constructed from neural 
networks, for example. See Fig.8.   
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Fig.8 Passive and Active Adaptive Function 

 

4．Adaptive Function in Slimebot 
Here we are try to construct a module robots. 

Nonlinear oscillator is used for the control scheme. 
4.1 The way of thinking 

Based on the concept “Minimal Design”, the 
following restrictions have been intentionally 
imposed.  

・ The unit robot is very simple. This robot can not 

move by itself. Only very simple movement and 

nonlinear oscillator are embedded in the robot.  

・ The communication between elements is local 

and divergence.  

・ The entire module has the same body. 

Using this Slime, we research the balance between 

body and control. That is, under the hypothesis 

that the adaptive function of living thing stand up 

in the mid of the figure. 

 

 

Fig.9 Balance between body and control 

 

4.2 Slimebot 
This note discusses a fully decentralized algorithm 

able to control the morphology of a two-dimensional 
modular robot called ``Slimebot", consisting of many 
identical modules, according to the environment 
encountered.  The Slimebot consists of many unified 
module robot. See Fig.10. 

 

Fig.10 Slimebot 

 

Fig.11 Concept of modular robot 
 

In order to generate appropriate locomotion that 
effectively drives all the modules toward the goal light 
while maintaining the coherence of the entire system, 
the following two things have to be carefully 
considered in developing a control algorithm: 
• The mode alternation in each module. 
• The extension/contraction of each telescopic arm in 

a module. 
To this end, we have focused on nonlinear 

oscillators, since they exhibit an interesting 
phenomenon called the mutual entrainment when they 
interact each other. In other word, they can create 
global information through local interaction. Another 
important aspect to be noted is that they can be used 
as rhythm generators. In this study, we have 
implemented a nonlinear oscillator onto each module 
of the modular robot. We then create phase gradient 
inside the modular robot through the mutual 
entrainment among the locally interacting nonlinear 
oscillators. This is done by a local communication 
among the physically-connected modules, the detail of 
which will be explained below. 

Fig.12 shows the simulated results. These figure 
indicate the effectiveness of our control method. 
Fig.13 shows our developing Slimebot. 
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(a) Number of module：100 

 
(b)Number of module：500 

Fig.12 Simulation  

 

Fig.13 Slimebot 
 
5. Conclusion 

As viewed in the previous sections, an 
understanding to the intrinsic behavioral emergence 
ability or adaptability mechanisms in Mobiligence can 
be based on the idea of the multi-layered 
active/passive adaptive template structure. The 
"Intelligence" (defined here as the behavioral 
emergence ability and the emergent behaviors in some 
specific environments) acquired through "Moving" 
(defined as any behavior to achieve dynamic and 
informatic interaction with the environments) in all 
living and human beings, may appears in an inherent 

or an acquired nature through short-term, middle-term, 
and/or long-term adaptations. 

  The inherent intelligence also shows mutational 
nature in gene information or mature growth nature as 
in muscle-skeletons, both of which may be regarded 
invariant or with very large time-constant during 
single generation, which therefore may be addressed 
as passive adaptation in our multi-layered adaptive 
structure. Meanwhile locomotion on irregular ground, 
skill mastery/ acquisition in sports/ skillful tasks, and 
antibody development against new disease germs are 
all adaptive abilities to the newly emerging 
environments, which may be addressed as active 
adaptation in our multi-layered adaptive structure. The 
latter three are obviously under quite different scales, 
and are categorized here as short-term, middle-term, 
and long-term adaptations following the periods of 
their adaptations. 

Especially in the mastery/acquisition of skillful 
sports, the iteration of motion in drills/practices 
induces the emergence of adapted behaviors that 
meets the dynamic properties of the "environments", 
the specific sports, and of the human body. Here some 
criterion (adaptive principle) are obeyed and 
refinement of the feed forward motion instruction are 
achieved through the iteration, which is addressed 
here as a type of function of the passive adaptation. 
Playing tennis or baseball will be good examples. In 
these sports, however, more underlying and 
distinguished characteristics are observed; it is known 
that the adaptations in so-called discrete motions, such 
as the individual practices for forehand and backhand 
swings in tennis or for left-field and right-field batting 
in baseball, are much different with those in so-called 
compound motions where the practices are performed 
under the random mixtures of the above individual 
tennis swings or baseball batting. Moreover, the 
adaptive or behavioral emerging abilities in these 
situations are having to be discussed within some new 
theoretic frameworks different with the conventional 
ones in existing control theories such as learning 
control for single/discrete trajectory tracking or 
repetitive control for periodical trajectory following. 
These characteristics suggest active adaptation ability 
in Mobiligence. 

The engineering understanding and designing of 
structure and relationship for the above adaptive 
mechanisms are on-going, and the mutual verification 
of the results with the finding and knowledge obtained 
in exercise physiology may useful and inevitable in 
future researching. 
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Fractals in Dynamical Systems excited by External Inputs
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Abstract—In this paper the dynamical system is defined
by a continuous dynamical system discretely switched by
external temporal inputs. A theory developed by the author
suggests that the dynamics of ordinary differential equa-
tions, which is stochastically excited by external temporal
inputs, is characterized by a set of continuous trajectories
with a fractal structure in hyper-cylindrical phase space.
After the theory is reviewed, a simple example and a pre-
liminary multi-fractal formalism are given.

1. Introduction

A Hybrid Dynamical System (HDS) [1] is a dynamical
system that involves an interaction of discrete and continu-
ous dynamics. Control strategies introduced for HDS have
been applied to various design problems for realizing de-
sired behavior in power plants [2], chemical plants [3], etc.

The dynamical evolution of HDS can be described by
a differential equation involving a number of vector fields
that are switched one after another [4]. It has been shown
that HDS displays very complex behaviors such as chaotic
behavior [5]. Branicky [6] and the author [7] have indepen-
dentry demonstrated numerical experiments of HDS de-
scribed by simple linear equations and shown that the state
of the system moves around on the Sierpinski gasket, a very
well-known fractal set. These results suggest that the frac-
tals may universally appear in some classes of HDS. In this
paper a theory for continuous dynamical systems with tem-
poral inputs are presented from hybrid dynamical systems
point of view.

We focus on dissipative, continuous, and non-
autonomous dynamical systems defined by the following
ordinary differential equations:

ẋ = f (x, t), (1)

x ∈ RN ,

where x, t and f are state, time, and vector field, respec-
tively. Equation (1) implies that the vector field depends on
time. In general, this suggests that a sysytem is influenced
by other systems. To emphasize that the vector fields de-
pend on time throughout the input I(t), we rewrite Eq. (1)
as follows:

ẋ = f (x, I(t)), (2)

x, I ∈ RN .

2. Dynamics with Periodic Inputs

We will begin by considering a dynamics with a periodic
input:

I(t) = I(t + T ),

where T is the period of the input. The vector field f is also
periodic with the same period T :

f (t) = f (t + T ).

Introducing the angular variable θ = 2π
T t mod 2π and

new state variable y = (x, θ), we can transform the non-
autonomous system expressed by Eq. (2) into the following
autonomous system:

ẏ = fI(y), (3)

y ∈ RN × S 1.

The vector field fI is defined on a manifoldM : RN × S 1

that is a hyper-cylindrical space. In other words, Eq. (3)
expresses a continuous dynamical system Dc defined by the
manifoldM and the vector field fI :

Dc = (M, fI). (4)

In the hyper-cylindrical space M, we can define the
Poincaré section:

Σ =
{
(x, θ) ∈ RN × S 1|θ = 2π

}
,

where a trajectory starting from an initial state at θ = 0
returns at θ = 2π. On the section Σ, a mapping can be
defined which transforms a state xτ to another state xτ+1

after interval T :
xτ+1 = gI(xτ), (5)

xτ ∈ RN ,

where gI is an iterated function. In other words, Eq. (5)
expresses a discrete dynamical system Dd defined by the
manifold Σ and the iterated function gI :

Dd = (Σ, gI). (6)

We can summarize the dynamics with a periodic input
as follows. The periodic input I defines two dynamical sys-
tems, a continuous one Dc and a discrete one Dd defined by
Eqs. (4) and (6), respectively. In order to emphasize the re-
lation among I, Dc and Dd, we use the following schematic
expression:

I → Dc → Dd. (7)
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3. Dynamics with Switching Inputs

3.1. A Set of Inputs

In this section, we consider a dynamics in which plural
input patterns are stochastically fed into the system one af-
ter the other. Let us suppose that each input is one period
of a periodic function. For example, we can define the pe-
riodic function by the following Fourier series:

I(t) =
a0

2
+

M∑
m=1

(am cos
2πm
T

t + bm sin
2πm
T

t), (8)

where a0, am, bm ∈ RN are vectors for Fourier coefficients,
and T is the period. The set of these parameters defines the
input space:

I =
{
a0, {am, bm}Mm=1 ,T

}
,

I : RN+2×N×M+1.

Within this space, an arbitrary point represents an external
temporal input. We consider the input as a set {Il}Ll=1 of time
functions Il sampled on the parameterized space I. In the
following sections, we abbreviate subscripts and express
individual sets as {·} for simplicity.

3.2. Two Sets of Dynamical Systems

Much as in the case of periodic input, we can define
two sets of dynamical systems corresponding to the set {Il}.
One is the set of continuous dynamical systems:

{Dcl} = (M, { fl}), (9)

where { fl} is the set of vector fields on the hyper-cylindrical
spaceM. The other is the set of discrete ones:

{Ddl} = (Σ, {gl}), (10)

where {gl} is the set of iterated functions on the global
Poincaré section Σ. We also use the following schematic
expression, which is similar to expression (7):

{Il} → {Dcl} → {Ddl} . (11)

3.3. Excited Attractor

In this paper, we are considering a continuous dynami-
cal system that is dissipative and has an attractor for a pe-
riodic input. When an input pattern is fed into the system
repeatedly, i.e., in the case of periodic input, a trajectory
converges to an attractor. But how do we describe the dy-
namics when the inputs are switched stochastically? Even
for an input with finite interval, we can assume an attrac-
tor corresponding to a periodic input with infinite interval.
We call this an excited attractor in order to emphasize that
the attractor is excited by the external input. Although a
trajectory tends to converge to a corresponding excited at-
tractor, the trajectory cannot reach the excited attractor due

to the finite time interval. If the next input is the same as
the previous one, the trajectory again goes toward the same
excited attractor. If the next input is different from the pre-
vious one, the trajectory changes its direction and goes to-
ward an excited attractor distinct from the previous one.
Continuing this process, the trajectory takes a transient path
to the excited attractors. Intuitively, the trajectory will be
spread out around excited attractors in the hyper-cylindrical
phase spaceM. How, then, do we characterize the proper-
ties of the transient trajectory?

4. Fractal Transition

4.1. Iterated Function System

In the following two sections, we focus on the set {gl} of
iterated functions on the global Poincaré section Σ.

4.1.1. Hutchinson’s Theory

Hutchinson [8] has proved that a set {hl} of iterated func-
tions, which are not limited on the Poincaé section, defines
a unique and invariant set C that satisfies the following
equation:

C =
L⋃

l=1

hl(C), (12)

where

L⋃
l=1

hl(C) = h1(C) ∪ h2(C) ∪ · · · ∪ hL(C),

and

hl(C) =
⋃
x∈C

hl(x).

Such an invariant set C is often a fractal or sometimes used
as a mathematical definition of various fractals.

A sufficient condition for satisfying Eq. (12) is the con-
traction property of hl for all l = 1, 2, ..., L. The contraction
for hl is definitely defined by the Lipschitz constant Lip(hl):

Lip(hl) = sup
xi�x j

d(hl(xi), hl(x j))

d(xi, x j)
, (13)

where d is a distance on a metric space. When

Lip(hl) < 1,

the map hl : x→ x is called the contraction or the contrac-
tion map.

4.1.2. Iterated Function System with Probabilities

Barnsley has named a set {hl} as the IFS (Iterated Func-
tion System) [9]. He introduced the IFS with probabilities
as follows:

({hl} , {pl}), (14)

where {pl} is a set of probabilities corresponding to {hl}.
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Based on the IFS with probabilities, he proposed an al-
ternative method for constructing the invariant set C that
satisfies Eq. (12). The iterated functions hl are switched
with probabilities pl for l = 1, 2, ..., L as follows. Choose an
initial point and then choose recursively and independently
xτ+1 ∈ {h1(xτ), h2(xτ), ..., hL(xτ)} for τ = 0, 1, 2, ...,∞,
where the probability of the event xτ+1 = hl(xτ) is pl. Thus
a sequence constructs a set {xn}∞n=0. Using Hutchinson’s
theory, Barnsley has shown that the set {xn}∞n=0 constructed
by random sequence, and here assumed to have equal prob-
ability, “converges to” the set C defined by Eq. (12) when
all iterated functions are the contractions. The set {xn}∞n=0 is
thus an approximation of C.

4.2. Vector Field System

We are now ready to consider the trajectory of contin-
uous dissipative dynamical systems excited by the tempo-
ral inputs. When the inputs Il are stochastically fed into
the system one after another, the vector fields fl and the
iterated functions gl are also stochastically switched as ex-
plained in Sec. 3. To emphasize the relation among the set
{Il}, { fl} and {gl} , we use the following schematic expres-
sion instead of expression (11):

{Il} → { fl} → {gl} . (15)

We call the set { fl} the Vector Field System (VFS), which
is similar to the Iterated Function System (IFS) for the set
{gl}. The discrete dynamics on the Poincaré section Σ cor-
respond to the random iteration algorithm using the IFS
with probabilities. That is, when all iterated functions gl

are the contractions, the state xτ on the Poincaré section
approximately changes on the invariant set C defined by
Eq. (12) after sufficient random iterations. The property of
the set C having the fractal structure affects the trajectory
in the hyper-cylindrical phase spaceM.

The trajectory set Γ(C) corresponding to the input set {Il}
is obtained by the union of the trajectory set γl(C) for each
input Il:

Γ(C) =

L⋃
l=1

γl(C),

= γ1(C) ∪ γ2(C) ∪ · · · ∪ γL(C). (16)

We can conclude that the dissipative dynamical systems
excited by plural temporal inputs are characterized by the
trajectory set Γ(C) starting from the initial set C defined
by Eq. (12). All of the trajectories are considered to repre-
sent the transition between the excited attractors. We call
this the fractal transition between the excited attractors. At
this point, we should emphasize that the contraction prop-
erty of iterated functions defined on the Poincaré section
is a sufficient, but not necessary, condition for the fractal
transition.

5. Simple Example

In this section a simple example is shown using the solv-
able class of the following two dimensional linear ODE
with additive input [7].

ẋ = Ax + Il(t), (17)

where

A =

(
λ 0
0 λ

)
, Il(t) = sin

2π
Tl

t

(
b1,l

b2,l

)
,

λ < 0.

The corresponding mapping at period Tl can be easily ob-
tained:

xτ+1 = Alxτ + Bl, (18)

where

Al =

(
eλTl 0
0 eλTl

)
, Bl =

2πTl

λ2T 2
l + 4π2

(eλTl − 1)

(
b1,l

b2,l

)
.

The Lipschitz constant is obtained as follows:

Lip(gl) = eλTl < 1. (19)

This shows that the map is a contraction. Therefore a frac-
tal is constructed on the Poincaré section. The similarity
dimension, one of fractal dimension, is obtained as follows:

d =
− ln 3
λT
. (20)

This shows that the dimension is proportional to 1/λT
while it is independent of input amplitude b. Figure 1 is
the λ-dependence of the dimension d. The solid curve is
the dimension calculated by Eq. (20), which shows good
agreement with the correlation dimension obtained numer-
ically using log-log plot in the totally disconnected region.

Figure 1: λ-dependence of the dimension d.
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In the overlapping region, however, the solid curve gradu-
ally deviated from the correlation dimension. This is be-
cause the dimension of the Poincaré section is the ceiling
of 2. The above figures denoted (a), (b), (c), (d), and (e)
are examples obtained at the Poincaré section. (a) and (b)
are totally disconnected, i.e., clusters of the same color are
completely separated from each other. (d) and (e) are over-
lapping, i.e., the clusters partially overlap each other. (c)
is just-touching, i.e., the clusters touch each other at a sin-
gle point. Although this is a simple example using a linear
equation, a nonlinear equation also shows similar charac-
teristics of fractals [10]. Recently we derived multi-fractal
formalism under some condition. The result is as follows:

Dq =
n

q − 1

ln
∑N

i=1 pq
i

λT
, (21)

where Dq, n, N, λ, T , and pi are general dimension of q,
number of states, number of inputs, statistical contraction,
time length of inputs, and probability of i-th input, respec-
tively.

6. Discussion

In this paper a theoretical framework is reviewed for the
continuous dynamical systems stochastically excited by ex-
ternal temporal inputs. In this section we discuss some re-
lated works. More general theory has been presented in
order to model complex systems that interact strongly with
other systems. It has been revealed that these dynamics are
generally characterized by fractals when the iterated func-
tions are not the contractions [10]. The hierarchical struc-
ture of fractals and the noise effect of inputs have been in-
vestigated [7]. The fractals generated by switching vector
fields have been observed in different domains such as a
forced damped oscillator [11], an electronic circuit [12],
artificial neural networks [13], and human behavior [14].
Closure of the fractals in both linear [15] and non-linear
systems [16] has been also presented. A set of attractors
obtained by periodic inputs can approximate trajectories of
fractals [17]. These works show that fractals are indispens-
able for understanding of dynamics observed in the Hybrid
Dynamical Systems as a complex system.
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Abstract— Motivated by Freeman’s theory on the cre-
ation of intentional intelligence which is represented by
five specific loops of information flow, we develop the
theory on the mechanism of creation and annihilation of
mobiligence in terms of the modified loops of information
called “mobiligence loop”. In order to establish the
embodiment, which is assumed to appear in the process
of formation of the sense of “now” in the body, we
introduced a new concept, reafference copy, and describe
its relation with efference copy of von Holst. Based
on this theory, we developed a mathematical model
for the hippocampus since the hippocampus plays a
decisive role of the formation of episodic memory that
is viewed as a remembering process of past experience
and imagining process of future as well. This suggests
that the hippocampus may create a sense of“ now”.
We found a Cantor set in a model CA1 neural nets,
where the Cantor set represents the time series of events
hierarchically, according to the history of time series.
We further observed affine transformations which are
emerged in the network so as to produce a Cantor set.

I. INFORMATION LOOP IN MOBILIGENCE

The aim of this study is to obtain a new insight
for the mechanism of creation and annihilation of
intelligence by movements, that is,“mobiligence”,
taking into account the role of limbic system in that
mechanism. As is shown in Fig. 1, Walter J. Freeman
considered five specific loops of information flow by
which the acquisition of intelligence becomes possible.
Animals and men search the environment actively by
using motor cortex, cerebellum cortex, or basal ganglia,
and sense its response from environment via receptors.
This information is sent to the entorhinal cortex as
sensory information and back to the motor system.
This is called a motor loop. Since the body is used
for movement, a control loop must act to control the
body via the motor system. Furthermore, a reafferent
loop to the sensory systems from the body works as
a proprioceptive loop. A spatio-temporal loop as an
interaction system between the entorhinal cortex and
the hippocampus participates in these processes.

Based on this Freeman’s idea, we tried to construct

EnvironmentReceptors

All
Sensory
Systems

Searching

All
Motor

Systems

Entorhinal
Cortex

Body

Hippocampus

Motor Loop

Proprioceptive Loop

Reafference
Loop

Control
Loop

Spacetime Loop

Fig. 1. The multiple feedback loops of the limbic system.
(Modified from Freeman[1].)

a“mobiligence loop”, as shown in Fig. 2. For the
first time, we introduced efference copy as an internal
image as for the response of the receptors to the body
movement in the environment. This definition seems to
be slightly different from the original definition of von
Holst that the sensory systems utilize exactly negative
image of the response in order to match the response
with the anticipated one[2], but essentially the same in
the following sense. An efference copy can be used not
only for the judgment of the correctness of the present
motor pattern, but also for extracting the difference of
the effect to the body between in active and voluntary
movements and in passive movements, by which the
embodiment as harnessing of sensory-motor systems
can be established.

There seems to be at least two roles of efference
copy One is to copy the response stemming from
the existence of body in order to distinguish it from
the response stemming purely from the environment.
Other one is to find the difference between subjective
embodiment and objective response of the body to
stimulus. However, the latter seems to be difficult to be
established only by efference copy in the above sense.
Then, we need another concept, say called“reafference
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copy”as information for the control of body by inter-
preting efference copy. For the establishment of these
loops, not only proprioceptive loop but interoceptive
loop is necessary.

Based on this theory, we developed a mathematical
model for the hippocampus since the hippocampus
plays a decisive role of the formation of episodic
memory that is viewed as a remembering process of
past experience and imagining process of future as
well. This suggests that the hippocampus may create
a sense of “now”. We constructed, in particular, a
neural network model for CA1, thereby we studied
a mechanism of coding of time series of temporal
patterns.

II. MATHEMATICAL MODEL FOR THE HIPPOCAMPAL

CA1

A. Network

Fig. 3(a) shows the CA1 network which receives
the CA3 output. We assume that the input temporal
series of firing patterns to CA1 is a temporal series
of evoked attractors embedded in CA3, which may
represent a series of events, that is, an episode. In the
present model of CA3 which consists of Nca3 pyrami-
dal cells, it is assumed that M firing patterns denoted
by X(0), ..., X(M − 1) is stored in the networks via
Hebbian learning algorithm as event memories. Each
stored pattern can be represented by an attractor in the
state space of neural activity.

The pyramidal cells of CA1 receive such activity via
both AMPA- and NMDA- receptors. We also assume
that the synaptic strengths from CA3 to CA1 is ac-
complished by Hebbian learning. More specifically, the
synaptic strength, wij of j-th neuron of CA1 from the i-
th neuron of CA3 is given by the following expression:

wij = Smax

M−1∑
k=0

Xi(k)Yj(k), (1)

where Xi(k) denotes the activity of i-th neuron in CA3,
and Yj(k) the activity of j-th neuron in CA1 for both
input pattern k, and Smax is an adjustable parameter for
controlling the input strength. Here, we treat only the
case that the network consists of only pyramidal cells
and no explicit connections between CA1 neurons.

B. Neuron model

We used two-compartment model proposed by Pin-
sky and Rinzel[6]. This model can represent the electric
properties of dendrite and cell body, each of which is

assumed to be electrically uniform. The equations of
model neuron are given as follows:

CmV ′
s = − ILeak(Vs) − INa(Vs, h) − IK−DR(Vs, n)

+ (gc/p)(Vd − Vs) + Is/p

(2a)

CmV ′
d = − ILeak(Vd) − ICa(Vd, s) − IK−AHP(Vd, q)

− IK−C(Vd, Ca, c) − ISyn/(1 − p)

+ (gc/(1 − p))(Vs − Vd) + Id/(1 − p),
(2b)

where Vs and Vd are the membrane potential of cell
body and dendrite, respectively. Cm is conductance of
membrane, each Iz is an ionic current associated with
each kind of ionic channels, ISyn is a synaptic current,
gc is a conductance, and p is a ratio of the surface area
of cell body with the whole cell area.

C. Encoding of sequences

We investigated how the temporal sequences can
be encoded in the membrane potential and/or spike
events of CA1 neurons. It turns out that this system
can be described by Iterated Function System (IFS)[7],
because this CA1 neural network receives the input
pattern series whose elementary pattern is selected with
a certain probability.

III. RESULTS

A. Cantor coding

We obtained Cantor sets in membrane potential of
CA1 neurons, each element of which actually repre-
sented a temporal series of input patterns. A Cantor
set, generally, consists of self-similar clusters of the
subsets. In this case, this hierarchical clustering of the
subsets represent a depth of the temporal series, that is,
history of event-series. This is typically shown in Fig. 4.
Here, one question arises: how could the Cantor coding
be generated? We investigated the return maps of the
1st and the 2nd principal components of membrane
potentials. We obtained linear transformations, accord-
ing to the input patterns, in both principal components.
These are actually affine transformations, so that IFS
(Iterated Function Systems)-like mechanism, which are
generated in the network dynamics as one of the
emergent properties of the system, yields the Cantor
sets of membrane potential.
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B. Performance

Fig. 6 shows the performance of the coding scheme
obtained here. It turned out that the Cantor coding sen-
sitively depends on the input strength and the interval
of input sequence. This suggests that the strength of
episode and the timing of input events in the hippocam-
pus will be decisive for the learning of episode.
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Abstract

Many theoretical and experimental studies of the brain address understanding of how the brain
works. For this purpose, one of the most important challenges in neuroscience is to discover a
way to decode the neuronal activity, for example, to translate the signals into action. Among
various neuronal activity patterns, synchronous activity associated with behaviour and cognition
has been observed in many neuronal systems. In this study, we first demonstrate that a network
organized under spike-timing dependent plasticity (STDP), not only is capable of memorizing the
activity patterns of the external stimulus, but also exhibits a systematic transition behavior among
the memorized patterns in response to uniform external synchronized spikes. Next, we attempt to
decode multi-neuronal spike activities which were recorded from the hippocampus CA1 region of
rats, in which the rats were trained to perform a conditional discrimination task. In this analysis,
we use two statistical methods:a kernel k-means clustering and a kernel PCA. As a result, we
found that the behaviors of rats can be predicted by suitable finite sequences of the multi-neuronal
spiking patterns.

I. INTRODUCTION

One of the most important challenges in neuro-
science is to discover a way to decode the neuronal
activity, for example, to predict the decisions, choices,
behaviors. In particular, synchronous activity associated
with behavior and cognition has been observed in many
neuronal systems [1], [2], [3]. However, its functional
role remains unclear [4], [5]. It is reasonable to assume
that such generated synchronous spikes drive certain
cortical networks as input signals and thereby affect
their functions. Another related phenomenon is spike-
timing dependent plasticity (STDP) [6], [7], [8], which
allows cortical networks to learn the causality of ex-
perienced events through the coding of the temporal
structures of neuronal activity. Considering that both
phenomena affect the functioning of cortical neurons,
it is natural to ask what effect synchronous inputs have
on a neural network organized under STDP learning.
For this purpose, let us consider the specific situation
in which a model network of spiking neurons, whose
synaptic connections are modified through STDP, re-
ceives an activity pattern as an external stimulus as a
result of the experiencing of some external events.

II. EXPLORING ROLE OF SYNCHRONY IN BRAIN

SYSTEMS

A. A network of spiking neurons with STDP

Figure 1a presents a schematic illustration of the
model network we consider, in which leaky integrate-
and-fire neurons are recurrently connected by excita-
tory synapses whose coupling strengths are modified
according to the STDP rule. Thus, if a presynaptic spike
and a postsynaptic spike occur at times tpre and tpost,
the peak synaptic conductance g is modified by the
addition of the value of the STDP window function
F(tpre − tpost) as shown in Figure 1b. The synaptic
conductance g is restricted to lie within the range 0
to gE

max. To enforce this restriction, if the STDP rule
would cause g to take a value outside this range, it
is reset to the appropriate limiting value. In addition,
a globally uniform inhibition without modification of
learning is included in an all-to-all manner.

We employ two types of controllable external inputs.
One is a stimulus input, in which an initial stimulus-
pattern and a training stimulus-pattern are presented
during a trial and a learning session, respectively. For
learning, we use a simple training stimulus-pattern, as
depicted in Figure 1c. This pattern is divided into three
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Each dot represents a spike presented in the corresponding stimulus
input. This whole pattern consists of three basic firing patterns in
the fixed order A,B,C,A,B,C· · · .

parts consisting of firing patterns referred to as A, B
and C, in which each composed of a particular set
of active neurons. These neurons that are active for
a given pattern fire periodically, and in each pattern,
there are certain fixed phase relationships among the
active neurons. During learning, these three patterns
are presented as the stimulus input (Figure 1a) in the
fixed order (A,B,C,A,B,C· · · ). This can be regarded as
representing a certain external sequence of events that
the network is to learn, in other words, the causality of
certain external events.

The other type of controllable input is an activation
input, which projects to all neurons uniformly. This
input is introduced to examine the effect of synchrony
on the neuronal dynamics. This uniform background
input serves to activate the entire network and to allow
each neuron to be in a firing state under suitable condi-
tions. There are two modes of neuronal activity for the
activation input: asynchronous and synchronous modes.
In the asynchronous mode, spike trains are randomly
generated by a Poisson process. During learning, the
activation input is always in the asynchronous mode.
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In the synchronous mode, some of the neurons fire
synchronously, while the other neurons remain in the
asynchronous firing state. The fraction of neurons firing
synchronously represents the degree of synchrony. To
remove the influence of firing rate modulation, in both
modes, the average firing rate is set to the same constant
value, 25Hz.

B. A role of uniformly synchronous inputs

The main question of interest in this study is the
following: after the STDP learning process described
above has been completed, what activity pattern does
the resultant network exhibit? To answer this question,
we first examine the case in which the activation input
is initially set in the asynchronous mode, with the
level of the total current such that the neurons are in
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Fig. 3. Schematic illustration of the conditional discrimination
task

an active state in response to an appropriate stimulus
input and maintain an active state through recurrent
excitatory synapses organized under the STDP. Figure
2a illustrates some typical activity patterns displayed
by the network (top) and the activation input (bottom)
as rasterplots. First, the network exhibits the pattern
A, which is stable when the activation input is in the
asynchronous mode. Thus, in this case, the network
exhibits ordinary associative memory. In Figure2b, we
can see clearly that three diagonal blocks of major
synaptic connections, which are formed by the three
basic stimulus patterns (A,B,C), enable the network
to retrieve each pattern in an associative manner. In
addition, there are three off-diagonal blocks of weak
synaptic connections arising from the less frequent tran-
sitions among the stimulus patterns as shown in Figure
1c. Because the synaptic connections for transitions
are relatively weak, under ordinary conditions, each
individual pattern is sufficiently stable that no transition
among patterns occurs.

Interestingly, Figure 2a demonstrates that a brief
period of synchrony in the uniform activation input
can enhance this weak effect embedded in the synaptic
matrix and can thereby cause a transition from the
one pattern to another. Therefore, when the activation
input is switched for a brief time to the synchronous
mode, a transition from the pattern A to the pattern B
occurs. Hence, the retrieval of a learned sequence in the
presented order can be triggered by globally uniform
synchronous inputs. From the perspective of dynamical
systems, when the network is activated by a uniformly
asynchronous spike input, the system possesses some
attractors formed by the STDP learning rule (Figure2c
left). However, a brief uniformly synchronous input
activates the paths between attractors, leading to a tran-
sition to the next pattern in the learned order (Figure2c
right).
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III. DECODING REAL NEURONAL SIGNALS IN BRAIN

Multiple electrodes are currently standard tools in
neuroscience, which enable us to study the simulta-
neous activity of multiple neurons in a given brain
regions. The information coding in the brain is still
a controversial issue, particularly, how does multiple
neurons work in concert to realize specific brain func-
tions? In this context, we need to design statistical
methods that allow us to perform multivariate analysis
of multiple spike train data. Multi-neuronal spike trains
of behavioral animals can be obtained on-line [9].
Furthermore, the brain machine interfaces, the tech-
nologies for directly controlling robots by decoding
the brain activities, have been developed intensively,
although coding scheme in higher brain functions is
left unknown [10]. This experimental new paradigm is
very important not only from the medical point of view,
but also for providing us a clue to reveal the coding
mechanism in the brain.

A. Experimental Data

The data used in this study were recorded from a
tetrode introduced in the hippocampus CA1 region of
rats. In the learning periods, the rats were conditioned
to poke the right (left) hole when they heard a high
(low) tone, as illustrated in Figure 3. During the record-
ing periods, rats performed the conditional discrimina-
tion task after the leaning was completed. The sampling
rate of the recording was 20kHz. The multi-neuronal
spike activities were obtained by applying the spike
sorting technique to the raw data [9].

B. Statistical Analysis

The kernel method, one of the powerful methods for
discovering a common feature among data sets, has
been studied and applied widely to various real prob-
lems, for example, bio-informatics, character recogni-
tion, pattern recognition and so on [11][12]. In this
study, we apply the kernel method to multi-neuronal
spike data recorded from rats, in which the rats are
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trained to perform a conditional discrimination task.
We here use the kernel developed by Shpigelman et al.
[13]. This kernel (Spikernel) is designed to measures
an similarity between two of multi-neuronal spike se-
quences in a natural sense(See [13] in detail).

C. Result

First, the matrix of the kernel functions calculated
from a multi-neuronal spike count data set. we pre-
processsed a raw multi-neuronal spike data into multi-
neuronal spike count data with bin of 100ms. We
apply the kernel k-means clustering method by using
this kernel matrices. Examining some available sample
data sets, at the best performance, we found that two
discrimination behaviors (high-tone to right-poke and
low-tone to left-poke ) can are separated with 76%
accuracy.

In this best case, the kernel-PCA is applied so
as to visualize how the two behaviors are expressed
in the kernel feature space. In Fig. 4, we plot two
behaviors in three dimensional feature space spanned
by the eigenvectors corresponding to the three largest
eigenvalues obtained from the kernel PCA. We can see
that, even if we do not know a behavior of rats, the
behavior of the rat could be predict from seeing which
cluster the data point belongs to in the feature space.

IV. CONCLUSIONS AND FUTURE WORKS

The first results suggest that synchronous spikes
may act as a signal in biological systems, serving
to link learned sequences of actions in response to
some external stimuli [2], [14]. Our results suggest
that one possible functional role of neuronal synchrony
is to control the flow of information by changing the
nature of the dynamical system constituted by a set of
neuronal circuits. We believe that some experimental
results can be more clearly reinterpreted using our
results.

Second, we demonstrated the kernel based analysis
with two data sets recorded from the hippocampus CA1
region of rats performing the conditional discrimination
task. As a result, we found that the behavior of the rats
can be predicted on the kernel feature space mapped
from multi-neuronal spike trains, However, we have to
admit that the more data is needed for the reliable con-
clusion and the kernel parameters should be searched
for the best performance. We will study these issues in
the near future.
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Basic strategy for trajectory planning in human movements

Jun NISHII
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I. INTRODUCTION

Living bodies show various kinds of movements in order
to acquire energy, and the return which is determined by the
balance of the energy cost of movements and obtained energy
determines the probability of survival. The intelligence in
movements and behaviors would be something which living
bodies acquired through natural selection or learning in order
to raise the return. In order to investigate the “something”
in movements and behavior authors have investigated the
problems: (1) how cooperative and altruistic behaviors can
be explained from a view point of natural selection, and (2)
what is an intelligence in movements of living bodies. In this
paper I’ll introduce our recent results about the second topic.

In order to investigate the intelligence in movements
of living bodies, it would be necessary to understand the
movement itself, in other words, we should understand the
basic strategy of living bodies to determine a movement by
solving the problem of redundancy. The understanding of
the basic strategy would be also necessary to investigate
the adaptive or learning mechanisms which realize optimal
movements under various environments.

If living bodies have accomplished many optimization
through natural selection, the minimization of energy cost
would be a candidate of basic strategy for the selection of a
movement trajectory. The following sections introduce three
studies of which purpose are to investigate the optimality of
movements and to understand learning mechanism. (1) Does
the swing trajectory during walking can be explained by the
criteria of the minimization of the energy cost. (2) Does the
reaching trajectory can be explained by the criteria of the
minimization of the energy cost. (3) How do higher centers
and the central pattern generator (CPG) cooperate and realize
desired locomotor patterns.

II. OPTIMALITY OF LEG SWING TRAJECTORY DURING
WALKING

How is the swing trajectory during human walking is
planned? According to Becket and Chang (1967) [1], a study
for this problem was found in 1830s and a hypothesis that
is called as a pendulum hypothesis or a ballistic model was
proposed. The hypothesis assumes that no joint torque is
produced during swing and the leg swing motion is a kind of
pendulum motion. This idea has attracted many researchers
not only in biomechanics but also in robotics, which brought
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Fig. 1. Horizontal view of the trajectories of ankle joint (upper lines) and
toe (lower lines) during 3 km/h walking. Walking direction is the left side
of the figure. Solid lines show the measured trajectories and dashed lines
shows the optimal ones which minimize the energy cost.
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Fig. 2. Ankle speed during 3 km/h walking. Solid line shows the measured
trajectory and dashed line shows the optimal one which minimizes the
energy cost.

the idea of the passive walker by McGeer (1990) [2]. On
the other hand, especially in recent years many experimental
and computational analysis for the swing phase show the
counterarguments for the ballistic model, e.g., the large joint
torque at the end of swing causes the retraction of the foot
[3], [4], which has been suggested as an important feature
to obtain the stability of locomotion [5].

Authors have computed the optimal leg trajectory that
minimizes the energy cost during the swing phase under
the boundary condition that enables the smooth taking off
and the grounding. The computed optimal trajectory is well
coincident with measured trajectory in many aspects [6],
[7]．However, the energy cost was estimated by assuming
that the metabolic cost of a muscle activity shows the
same property as a DC-motor, because the relation between
the cost and a muscle activity during locomotion has not
been known in physiological studies. Such estimation seems
to show essential features of energy cost which consists
of mechanical energy and heat energy loss, however, the
computation of the optimal trajectory with other estimation
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Fig. 5. Energy consumptions required to reach the target area by criteria
of minimization of the energy cost (○), the endpoint variance (□) and the
torque change (△). The movement duration was determined by Fitts’ law.
The error bar shows the standard deviation.

method of energy cost would be necessary in order to
understand the essential feature of the optimal trajectory and
to discuss the optimality of human leg swing trajectory. From
such reason, we recomputed the optimal one by using the
muscle model proposed by Alexander [8]. The results are
well coincident with actual trajectories (Fig. 1 and 2), which
suggest that the leg swing trajectory is well optimized on
the energy cost. However, slight difference between optimal
trajectory and actual one was observed at the leg trajectory
during kick-off phase, which might reflect the spring factor
of tendon. Therefore, the computation of optimal trajectory
for total walking cycle including stance phase by considering
the effect of tendon is an important future task.

III. OPTIMALITY OF ARM REACHING TRAJECTORY

It has been reported that arm trajectories during reaching
movements are slightly curved and their speed profiles take
bell shapes [9]．As criteria which determines such trajectory,
minimum jerk model [10], minimum torque change model

Fig. 6. A hierarchical control learning model by a higher center and the
CPG. The higher center evaluates the result of movements and learns the
control signal to the CPG. The CPG tunes its parameters so as to decrease
the control signal from the higher center.

[11], and minimum end-point variance model [12] has been
proposed. Especially the last criterion is interesting at the
point that the noise could have a great influence on the
planning of the trajectory.

On the other hand, minimum energy cost model was also
investigated as a criterion which determines the reaching
trajectory [8], [13], however, it has been reported that the
trajectory which minimizes the energy cost differ from actual
one in some aspects, e.g., the speed profile does not take
a bell shape [13]. Does this result mean that reaching
trajectories are determined by the factor of the smoothness
or the noise, and independent of the energy cost?

In actual reaching movements, corrective sub-movements
so as to compensate for the positional error are often
observed. In this study, we paid attention to the existence
of the sub-movements, and investigated which criterion,
minimization of end-point variance or that of energy cost or
that of torque change, have an advantage in the total energy
cost when we consider signal-dependent noise and corrective
sub-movements (Fig. 3) [14].

The results show that the trajectory which minimizes
energy cost without considering noise effect is very sensitive
to the noise (Fig. 4). Therefore, when noise is large the
trajectories which minimize the end-point variance and the
torque change require smaller cost than that by minimum
energy cost model (Fig. 5). This result indicates that the
planning of the reaching trajectory is not independent of the
minimization of the energy cost and the optimization is done
so as to suppress the expected value of the energy cost.

For further analysis of the optimality of the reaching
movement we are computing the optimal trajectory which
minimizes energy cost under noise effect [15].

IV. A HIERARCHICAL LEARNING MODEL OF LOCOMOTOR
PATTERNS

Most animal locomotor patterns present cyclic movement,
e.g., walking and swimming. Such locomotor patterns are
controlled by the cooperation of the Central Pattern Gen-
erator (CPG) which shows autonomous periodic activity
and higher control centers which trigger the activity of the
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Fig. 7. Height of hopping robot during learning. By learning the height
approaches to each target height 0.9, 1.0, 1.1 m.
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Fig. 8. Activity of the higher center during learning of the target height
1.0 m. Upper figure and lower one show the activity in the beginning of the
learning and after a sufficient learning time, respectively. In each subfigure,
upper graph shows the control signal, i.e., excitatory signal and the inhibitory
signal, from the higher center to the CPG and lower shows the amplitude
of the motor command which is determined by the higher center. In the
beginning of the learning (t = 50−150 s in Fig. 7), higher center searches
an appropriate signal set, After a sufficient learning time (t = 120000 −
120100 s in Fig. 7), desired hopping is realized without control signal to
the CPG and without fluctuation of the amplitude of the motor command.

CPG and respond to a perturbation for the locomotion.
Authors have studied about three problems concerning the
control system by the CPG and higher centers based on
previous studies [16]. (1) How do motor commands from
the CPG and a higher centers realize an organized locomotor
pattern without conflict? (2) In order that the CPG generates
motor commands to realize a desired motor-pattern, three
parameters, the period, the phase and the amplitude of motor
command must be well adjusted. How are these parameters
adjusted independently? (3) How do control systems, the
CPG and higher centers, acquire adequate motor commands
to realize target motions. Although the firing pattern of the
CPG is genetically determined at some level, learning of
a desired firing pattern would be necessary to respond the
change of body parameters due to growth and injury. How is
the CPG in the spinal cord able to evaluate the performance
of the locomotion and learn adequate motor command. Con-
sidering these problems, we proposed a hierarchical learning
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Fig. 9. Response to perturbation. Upper graph shows the height of robot,
middle one shows the control signal to the CPG and bottom one shows the
amplitude of motor command.

model.
Many projections from brainstem and cortex to spinal cord

are reported and are suggested to contribute to send motor
commands to respond with sensory signals from such as
optic and equilibrium organs. However, if higher centers
send control signals to motor neurons independent with
the activity of the CPG, the control signals from higher
center and the CPG would conflict each other. Therefore, we
hypothesize that higher centers control the CPG by sending
signals which cause immediate firings or a delay of the firing
of the CPG in response to the states of the musculo-skeletal
system and the CPG so as to enable the control of the
musculo-skeletal system with adjusting the state of the CPG.
In fact it is reported that many neural projections into spinal
cord from higher centers do not directly project to motor
neurons but to interneurons which consist of the CPG [17].
It is also reported that brainstem and cerebellum monitor the
activity of the CPG [17]. These facts seem to support the
idea that higher centers send control signals to the activity
of the CPG according to the states of the CPG.

In order to generate a desired locomotor pattern, the
period, timing and amplitude of a motor signal should be
tuned. Authors have reported that locomotor parameters, such
as stance length and duty ratio, are well selected so as to
minimize energy cost [7], [18], [19]. This result suggests
that control parameters for locomotion are independently
tuned, however, it would be difficult to tune the timing and
amplitude of motor commands by the CPG itself. Neuro-
physiological experiments have reported that inhibition of
the primary motor cortex (M1) during bipedal locomotion
of Japanese monkey results in the decrease of a joint torque,
such as an ankle [20], and inhibition of the supplementary
motor area (SMA) results in the decrease of muscle tone of
whole body [21]. It is also reported that there exits spinal
projection from pedunculopontine tegmental nucleus (PPN)
and mesencephalic locomotor region (MLR) which do not
affect the activity of the CPG but the muscle tone [22].
Therefore, it would not be unnatural assumption that the CPG
determines the timing of motor signal and the amplitude of
motor command is regulated by higher centers.

Concerning to the learning mechanism, the control signals
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from higher center can work as a teacher signal for the CPG,
and if the parameters of the CPG are tuned so as to decrease
the control signal, the CPG would acquire the ability to
generate an adequate firing pattern to realize a target action.

Figure 6 shows the schematic view of a hierarchical learn-
ing control model which summarizes above considerations.
We applied this model to the control of a one-dimensional
hopping robot [23]. Reinforcement learning is used for the
learning of the higher center and a learning model for
coupled oscillators by Nishii [24] was used for the learning of
the CPG. As learning proceeds, the hopping height approachs
the target height (Fig. 7). In the beginning of the learning,
higher center explores adequate control signal to the CPG.
However, after a sufficient learning time the control signal
from the higher center to the CPG becomes silent because
the CPG learned the timing of the motor command, and
the amplitude of motor command becomes constant (Fig. 8).
When a disturbance is added to the robot, the higher center
send control signals to the CPG in order to respond to the
disturbance and the robot can recover the original height (Fig.
9). It was also confirmed that the cooperative control by the
CPG and the higher center enables more stable control than
that by the CPG without the higher center.

V. LEARNING AND TIME SCALE

In the learning of locomotion, the adequate time scale for
the learning depends on locomotor parameters. For instance,
the intrinsic frequency of the CPG should be tuned in short
duration in order to synchronize with the physical system,
and the phase relation between the CPG and the physical
system should be tuned by slower time scale. Although the
choice of such adequate time scale might be a problem, if it
can be chosen, many locomotor parameters can be separately
learned by different time scales.

Individuals show behaviors which consist of a series of
movements. Adequate selection of a behavior cannot be
possible if the component movement is not optimized. There-
fore, adequate time scale for the optimization of a behavior
is also different from that of a movement, and the criteria
of the optimization is given from selection pressure of the
environment. The optimization mechanism in and between
each layer of such time scales would be a kind of intelligence
which living bodies have acquired through natural selection,
and studies about the mechanism would be an important
problem in order not only to understand the intelligence in
movements and behaviors but also to understand the essential
definition of living bodies from a view point of informatics.

VI. CONCLUSION

In this paper we have reported our current studies about the
problems; (1) what is the basic strategy for living bodies to
plan a locomotion, (2) how do living bodies control and learn
a locomotion. These studies suggest that locomotor patterns
and movement trajectories be well optimized on the energetic
cost and nervous system precisely control our bodies by
hierarchical control systems. As future problems, we are
planning to investigate the trick which living bodies use

to optimize movements and behaviors, and to consider the
learning control mechanism to obtain the optimal movements
with considering the time-scale problem.
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Abstract— Morphology and mobility of plasmodium of true
slime mold, Physarum polycephalum, dramatically depends on
environmental conditions, which can be considered as one of
adaptations by ”mobiligence”. In this study, we analyzed the
dynamical behavior of the plasmodium by focusing on the
morphology of the tubular network, in order to investigate
the relation of the network geometry and the biological func-
tion. We assumed the plasmodial network consists of vertices
and edges, namely, we consider only network topology. The
network topology were analyzed from viewpoint of complex
networks in various environmental conditions. We found that
the topology does not have scall-free like structure. From our
preliminary experimental results, it is suggested that this kind of
characteristics might be embedded in the connectivities among
the elements. For further analysis, we tried to reconstruct
the plsamodial network system using a cellular automaton
model with a simple rule for edge generation to simulate
the growing process of the plasmodia. The systematic and
synthetic approach would provide one of useful algorithm that
describe adaptation by morphology where the system consists
of distributed simple elements.

I. INTRODUCTION

Plasmodium of true slime mold, Physarum polycephalum,
is an oscillatory amoeba-like unicellular organism. The cell
crawls on various environment oscillating the cell thick-
ness, while the cell transforms its morphology to adapt to
the environment. The organism is primitive and peculiar,
however, it is one of the ideal biological model systems
to investigate ”mobiligence” with synthetic and systematic
approach. In this study, we analyze the dynamical behavior
of the plasmodium by focusing on the morphology of the
tubular network, and investigate the relation of the network
geometry and the biological function.

A. A collective of oscillatory units -distributed sensors, ac-

tuators and processor-

The single cell size of the plasmodium is relatively large
and ranges 10µm − 1m. To keep such a large body, the
plasmodium developed multinucleated system, where a sin-
gle cell contains numerous nuclei. Therefore, the cell can
be cut and divided into multiple parts without losing the
original biological functions of the organism. On the other
hand, multiple cells can fuse into a single cell. So to speak,
each divided unit is individually equipped with sensors,
actuators and processor and the unit can also independently
function. The plasmodium itself is merely a collective of
those partial bodies. These points are quite different from

*Corresponding author, atsuko ta@waseda.jp

those of higher organisms or animals that are highly differ-
entiated and can never cut into partial bodies keeping with
normal function. Differently from the higher animals that
have brains, namely, center-dependent-processing systems,
the plasmodium process the environment information using
the whole body consisting of distributed units. In this way,
the plasmodium shows sophisticated biological functions
such as gathering and escaping behaviors in response to
attractants and repellents [1].

These biological functions might be understood through
intrinsic oscillation phenomena observed in plasmodia, e.g.,
oscillations in concentrations of intracellular chemicals such
as ATP and Ca2+, and contraction and relaxation rhythms
that drive thickness oscillation in plasmodia [2]. A minimum
unit generating such oscillating phenomena is definable as an
oscillator. Therefore, plasmodia can be treated as a collective
of oscillators [3], [4].

Partial bodies of a plasmodium as oscillators are inter-
connected by tubular structures, through which protoplasm
streams periodically as a result of the pressure difference
generated by the contraction/relaxation rhythm [5]. The
plasmodium oscillators, therefore, are considered to interact
through protoplasmic streaming.

B. Adaptation by morphological transformation

Plasmodia dramatically change their morphology depend-
ing on environmental condition as shown in Fig. 1 [6]. The
plasmodium spreads into dendritic formation where clear
tubular structures are observed, when the environment is un-
pleasant for the plasmodium, e.g., the condition with harmful
chemicals such as KCl. On the other hand it spreads into
disc formation with thin sheets where microscopic tubular
structures are highly interconnected, when the environment is
pleasant, e.g., the condition with nutrients such as oat flakes.
It takes several hours for the morphological transformation.

In short time range (a few times of oscillation period; one
period is 1-2 min.), the period of the oscillation changes
longer/shorter in unpleasant/pleasant environment [7]–[9],
which could correspond coding of input from environmental
condition. The local change of period in the plsamodium by
local input propagates through the tubular structure among
partial bodies of the cell then propagate through the whole
body. Then frequency gradient of phase gradient of os-
cillation generates, which is considered to determine the
behavior of the cell whether escape or approach in short time
range. This can be said as an short-time-scale adaptation.
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5mm

(a) (b)

Fig. 1. Morphology of plasmodial slime mold depending on environment.
(a) Dendritic formation on unpleasant environment, 0.3% agar medium
with 10 mM KCl. (b) Disk formation on pleasant environment, 1.5% agar
medium with 0.1 g/ml oat flakes ground into powder.

On the contrary, morphological transformation, which also
results from the local input from the environment, could be
considered as long-time-scale adaptation to the environment.

It would be important to know characteristics of network
geometry or topology of tubular structure in the plasmoium
for investigation of the adaptation by the morphology. Our
goal is to bring out the relation between network geometry
and biological function from the viewpoint of complex net-
work dynamics. As the first step, here we report quantitative
characteristics of plasmodial network and propose a simple
cellular automaton model to describe environment dependent
morphology of the plasmodium.

II. ANALYSIS OF NETWORK STRUCTURE

Recent development of study on complex networks, e.g.,
World Wide Web, gene regulation networks in cells, net-
work of epidemic routes, and etc., provides us with useful
tools to analyze dynamical complex systems where a huge
number of dynamical elements are interconnected [10]–[12].
We analyzed the plasmodial neworks by using this tool in
two typical environmental conditions, cultured on 1.5% and
0.3% agar media that correspond pleasant and unpleasant
conditions, respectively1 [6].

A. A network composed of vertices and edges

First, we assume that the plasmodial network consists
of vertices and edges without information on length and
interaction strength for simplicity as shown in Fig.2. The
vertices were defined at junctions of tubes where more than
two protoplasmic streams confluent. The edges were defined
for tubes interconnecting the junctions, namely, the vertices.
Quantities to characterize networks are, e.g., total number of
vertices n, total number of edges m, mean degree2 <k>,
degree distribution p(k), mean vertex-vertex distance3 l,

1Morphology of plasmodia depend not only on chemicals but also on
surface condition of culture media, i.e., soft or hard. The plasmodia prefer
1.5% agar media (hard) to 0.3% agar media (soft).

2Degree k is number of edges connecting to a vetex
3Minimum number of edges to connect any two vertices

clustering coefficient4 C, and etc [10]–[12]. These quantities
were estimated.

(a) (b)

Fig. 2. Analysis of network structure. (a) Disk formation on 1.5% agar
medium without chemicals. (b) Schematic diagram for extraction of network
structure; circles denote vertices and lines denote edges. Original binary
images were skeletonized with a image processing method using an image
processing software, Image J [13] and searched coordinates of junctions and
end points, and relation of links. Then characteristics of the network were
analyzed by a software Pajek [14]

About 10 samples for each condition of 0.3% (unpleasant)
or 1.5% (pleasant) agar media after 7 hours cultivation were
analyzed as shown in Fig.3. Figure 3(a) shows that m is
proportional to n irrespective of the conditions. The numbers
of vertices were lager in pleasant medium than in unpleasant
medium.
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Fig. 3. Relations between numbers of vertices and edges. Open circles
denote data for networks on 1.5% agar medium (11 samples), closed circles
denote data for networks on 0.3% agar medium (10 samples). Data were
taken from the sample images after 7 hours cultivation. (a) Relation between
total number of vertices n and total number of edges m in each network. The
line was fitted one with the relation m = (−1.39±0.04)n+(−80.0±19.7)
calculated by linear regression analysis. (b) Relation between total number
of vertices n and mean degree < k >. The line was calculated with the
relation < k >= 2m/n using the relation discribed in (a).

B. Edges in network

The mean degree<k> can be defined with the relations
<k> = 2m/n. A calculated line with coefficients estimated
from the data of Fig.3(a) by linear regression analysis and
the data analyzed directory from the original image data
were compared in Fig.3(b). <k> is almost 2.5 and slightly
increases depending on n. The number 2.5 of <k> is agree
with an intuition where streams almost always split into two
branches to make three edges par a vertex and the plasmodial
networks include end vertices at terminals.

4Rate of closed local network

162



Then we analyzed degree distributions, p(k), that showed
binomial distribution apparently different from scale-free
distribution. It is natural as long as we consider only con-
nections between vertices without information on strength
and length of connectivities because these systems spread
on 2-dimmension along with networks of roads, railways,
and power lines. To get additional information on the edges,
we roughly estimated distribution of tube diameter in each
network, which seems to follow exponential or power distri-
bution. This means that the tube diameter is hierarchical in
wide rage, which might function as scale-free like network.

C. Other network properties

We also analyzed vertex-vertex distance l and clustering
coefficient C. Dependence of mean distance <l> on n
indicates how compact the network is and observation of
<l> in network growing process provides us with infor-
mation on what kind of graph topology the network has.
Our preliminary analysis suggested that plasmodial networks
in pleasant condition is lattice-like and one in unpleasant
condition is tree-like. These results also agree with the direct
observation of the original images.

Clustering coefficient C indicates connectivities of local
network and is estimated by using triangle relations among
vertices as simple standard geometry that corresponds local
connection. They were estimated to be very low value
for the plasmodial networks irrespective of environmental
conditions. C ranged 0.01−0.03, which is smaller than those
of standard social networks (0.1 − 0.6, small world type
network) and almost same level as technological networks
such as Internet [10]. This suggests the plasmodial network
is not a small-world type. However, it can be expected that
higher C in the pleasant condition than in the unpleasant
condition because the vertices are highly connected. Method
for analysis should be improved by changing standard ge-
ometry for estimation of relation, e.g. square, pentagon, and
etc.

D. Vertices as oscillators

At this stage, we have not considered characteristics of
vertices as oscillators. The period of oscillation affected by
environment as already mentioned. Therefore it is important
to know how oscillation phenomena for the each vertices
and synchronization of whole network perform biological
functions. This would be one of important future works.

III. CELLAR AUTOMATON MODEL FOR PATTERN
FORMATION

To proceed synthetic and systematic approach, we tried to
reconstruct of the plasmodial system with a cellar automaton
model. As mentioned above, the network structure depends
on environmental condition and two extreme examples are
dendrite and disc formations. To understand what is essen-
tial parameters to control the dramatical difference of the
geometrical patterns, we tried to put an simple assumption:
When once a tube formed in the growing process of dendrite
formations, the growing direction is kept. On the contrary,

there is no direction preference in the growing process of
disc formation.

A. Rules

For simplicity, we prepare hexagonal lattice. At first step, a
single vertex is set on the center and new edges to connect to
new vertices are put with probability po for each direction
(6 directions on hexagonal lattice). For the next step, the
probability Pj to connect to a new vertex j from each
existing vertex, which has not been not occupied by six edges
yet, are calculated according to the following equation:

Pj =
6∏

h=1

p
(h)
j , (1)

where h is edge number and p(h) = (p(h)
j ) =

(p(h)
1 , p

(h)
2 , · · · , p

(h)
6 ) is a probability vector taking into ac-

count the directivity that depends on occupied edges h. p(h)

is defined as follows. For example, when a edge h = 3
exists, p(3) = (q(1), q(2), 0, q(−2), q(−1), q(0)), where q(i)
is defined by the following equation:

q(i) = po exp(−a|i|). (2)

Here, i = 0,±1,±2 is the relative direction number of the
possible edge. Note that p

(h)
j=h = 0 because the edge h has

already existed. The example is shown in Fig.4(a) when
edge numbered as h = 3 has already existed. The edge
at the opposite direction of the existing edge is numbered
as i = 0, the neighboring edges are defined as i = ±1,
and the second neighbors are as i = ±2. In Eq. (2), a is a
parameter of directivity, e.g. as show in Fig.4(b). When a is
large, the edges grows anisotropically, and when a is small
the edges grows isotropically. po is maximum probability
among all directions when there has been existed an only
one edge. When a edge does not exist at edge number
h, p(h) = (1, 1, 1, 1, 1, 1). Finally, the probability Pj , is
defined by Eq.(1) considered directivity resulting from all
the existing edges. Figure 4(c), (d) shows an example when
edges h = 1, 3 have already existed. This method is repeated
to grow the network.

B. Results

Figure 5 shows results of computer simulation with the
cellular automata. These show good agreement with ex-
perimental results: Dendritic formation with small number
of vertices and edges is shown in Fig. 5(a) as simulated
one for unpleasant condition, and disc formation with large
number of vertices and highly connected edges is shown
in in Fig. 5(b) as simulated one for pleasant condition. We
have not analyzed characteristic quantities of the simulated
networks such as degree, vertex-vertex distance, and clus-
tering coefficient yet. In addition, the growing speeds of
the network do not show good agreement with those of
the experimental system. While it is faster in unpleasant
condition than in pleasant condition in plasmodia. Further
analysis, e.g., consideration of dependence of oscillation
period on environmental condition will be needed.
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Fig. 5. Simulation results with the cellar automaton model. Open circles
denote vertices and lines denote edges. (a) Dendritic formation when a = 2
and po = 1, (b) Disk formation when a = 0.5 and po = 1.

IV. CONCLUSIONS AND FUTURE WORKS
A. Conclusions

We analyzed network topology of plasmodium of true
slime mold in various environment using the method recently
developed for analysis of complex networks . We found there
are some tendencies in topology of the network depending
on environment. Those appear in relation among number
of the vertices, the degrees, vertex-vertex distance, and etc.
However, only the topological information of the plasmodial
network without considering connectivities among vertices
such as tube diameter and length can not capture fundamental
characteristics of the biological networks.

Second, we tried to reconstruct the plasmodial network
system using a cellular automaton model with a simple
assumption, directivity of edge generation probability. The
geometrical patterns obtained with this model showed good
agreement with those of experimental results. However, the
dynamics include ”time” will be needed to capture the system
as dynamical biological systems that adapt environment.

B. Future Works

To proceed toward our research goal, the following sub-
jects are left:

For experiment, following quantities should be measured:
• characteristics of edges,i.e., tubes in the plasmodium,

such as tube diameter, length, flux of protoplasmic
streaming,

• characteristics of vertices such as oscillation period,
amplitude for each tube or junction,

• additional characteristics of networks in each environ-
mental condition such as fractal dimensions,

• biological activities such as metabolic rate, growing
speed, and etc.

For cellular automaton model, following assumption should
be considered:

• oscillating vertices,
• edges considering interaction strength, time delay5

• growing networks taking into account feedback by
information of oscillation.

From viewpoint of engineering, information obtained from
this research would provide one of useful algorithm that de-
scribe adaptation by morphology where the system consists
of distributed simple elements.

REFERENCES

[1] D. J. C. Knowles and M. J. Carlile, The chemotactic response of
plasmodia of the myxomycete Physarum polycephalum to sugars and
related compounds, J. Gen. Microbiol. 108 (1978) 17-25.

[2] Y. Yoshimoto and N. Kamiya, ATP- and calcium-controlled contrac-
tion in a saponin model of Physarum polycephalum, Cell Struct. Funct.
9 (1984) 135-41.

[3] A. Takamatsu and T. Fujii, Construction of a living coupled oscillator
system of plasmodial slime mold by a microfabricated structure, in
Sensors Update, Wiley-VCH, Weinheim (2002), Vol. 10, pp. 33.

[4] A. Takamatsu, T. Fujii, and I. Endo, Time delay effect in a living
coupled oscillator system with the plasmodium of Physarum poly-
cephalum, Phys. Rev. Lett. 85 (2000) 2026.

[5] N. Kamiya, The rate of protoplasmic flow in the myxomycete plas-
modium. Cytologia 15 (1950)183-193.

[6] A. Takamatsu, A cell behavior depends on morphology ?Pattern
formation in plasmodium of true slime mold, Physarum polycephalum-
, Katachi no Kagaku, 20(1) (2005) 47-48. (in Japanese)

[7] A.C. Durham and E.B. Ridgway, Control of chemotaxis in Physarum
polycephalum. J. Cell, Biol. 69 (1979)218-223.

[8] Y. Miyake, H. Tada, M. Yano, and H. Shimizu, Relationship between
intracellular period modulation and external enxironment change in
physarum plasmodium. Cell Struct. Func. 19 (1994)363-370.

[9] K. Takahashi, G. Uchida, Z.-S. Hu, and Y. Tsuchiya, Entrainment
of the self-sustained oscillation in a Physarum polycephalum strand
as a one-dimensionally coupled oscillator system, J. theor. Biol.,
184,(1997) 105-110.

[10] M. E. J. Newman, The structure and function of complex networks.,
SIAM review 45 (2003) 167-256.

[11] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, D.-U. Hwang,
Complex networks: Structure and dynamics., Physics Reports 424
(2006) 175-308.

[12] R. Albert and A.-L. Barabasi, Statistical mechanics of complex net-
works., Rev. Mod. Phys. 74 (2003) 47-97.

[13] W.S. Rasband, ImageJ, U. S. National Institutes of Health, Bethesda,
Maryland, USA, http://rsb.info.nih.gov/ij/, 1997-2006.

[14] V. Batagelj, A. Mrvar: Pajek - Analysis and Visualization of Large
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1. Masashi Ito and Masafumi Yano 4th joint meeting of ASA/ASJ, 28 November--2 December 2006, 
Honolulu, Hawaii, The second place winner of the Best Student Paper in Speech Communication, "Pitch 
determination and sinusoidal modeling for time-varying voiced speech," J. Acoust. Soc. Am. 120(5), pp. 
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3376. 
2. Yasuaki Kuroe and Hitoshi Iima：World Congress of Computational Intelligence, Best Session Paper 

Award, A Learning Method for Synthesizing Spiking Neural Oscillators, July 20, 2006, Proc. of 
International Joint Conference on Neural Networks, pp.7613-7617, 2006 

3. Takuya Umedachi, Akio Ishiguro: 2006 IEEE Robotics and Automation Society Japan Chapter Young 
Award (IROS)「Development of a Fully Self-contained Real-time Tunable Spring」,2006年10月11日 
Proc. of 2006 IEEE/RSJ International Conference on Intelligent Robots and Systems, WP2-6(3), 2006 
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Activity Record 
 
Date April 10th, 2006 
Place Room 316, Bld. P, University of Electro-Communications 
Name Explanation about walking control using CPGs and mobiligence activity 

for media 
 
Date April 24th, 2006 
Place Room 321, Bld.14, Faculty of Engineering, The Univ. of Tokyo 
Name A group general meeting 
 
Date April 27-28th, 2006 
Place Nagoya University 
Name D group meeting (planned research groups) 
 
Date May 18th, 2006 
Place Dept. of Mechanical Engineering , Kobe University  
Name D group meeting (planned research groups) 
 
Date May 21st, 2006 
Place Research Institute for Electronic Science , Hokkaido University 
Name 1st C group general meeting 
 
Date May 27th, 2006 
Place Okubo Campus, Waseda University 
Name Organized session “Mobiligence” in The Japan Society of Mechanical 

Engineers Conference on Robotics and Mechatronics (ROBOMEC2006) (in 
Japanese) 

 
Date June 9th, 2006 
Place Asahikawa Medical College 
Name Study session on Biology-Engineering integrating research 
 
Date June 10th, 2006 
Place Campus Plaza Kyoto 
Name 1st D group general meeting 
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Date June 23rd-25th, 2006 
Place Toya SunPalace, Hokkaido 
Name Mobiligence Symposium 
Schedule June 23rd 

13:30-17:30 A, B, C, D Group general meeting (individually) 
June 24th 
09:00-09:30 Director of the Project: Hajime Asama (Univ. Tokyo) 
09:30-10:30 A group leader: Koji Ito (Tokyo Institute of Technology)  
11:00-12:00 B group leader: Kazuo Tsuchiya (Kyoto University) 
13:00-14:00 C group leader: Hitoshi Aonuma (Hokkaido University) 
14:00-15:00 D group leader: Koichi Osuka (Kobe University) 
15:30-16:30 Invited speaker: Prof. Tateo Shimozawa 
    (Hokkaido University) 
16:30-17:30 Invited speaker: Prof. Hiroaki Gomi 
    (NTT Communication Science Labs.) 
June 25th 
09:00-11:00 Subscribed researchers: 
  Toshiya Matsushima (Hokkaido University) 
  Yasuharu Koike (Tokyo Institute of Technology) 
  Takashi Hanakawa (National Center of Neurology 
  and Psychiatry) 
  Naotaka Fujii (RIKEN) 
  Ken Sugawara (Tohoku Gakuin University) 
  Kazutoshi Gohara (Hokkaido University) 
11:00-11:30 General Meeting 
12:00-14:00 Steering Committee 

 
Date July 21st, 2006 
Place Research Institute for Electronic Science, Hokkaido University 
Name C group study session 
 
Date July 22nd, 2006 
Place Kyoto University 
Name 3rd B group general meeting 
 
Date September 4th, 2006 
Place Tokyo Institute of Technology 

Name 1st Mobiligence Engineering Seminar “Measurement and Signal Processing 
Seminar”  
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Date September 14th, 2006 
Place Tsuyama Campus, Okayama University 

Name Organized Session “Mobiligence” in The 24th Annual Conference of the 
Robotics Society of Japan (in Japanese) 

 
Date September 18th, 2006 
Place Shikotsuko lake 
Name C group study session on social behaviors in insects 
 
Date September 26th, 2006 

Place RACE (Research into Artifacts, Center for Engineering), The University of 
Tokyo 

Name Organized session “Mobiligence” in the 16th Intelligent Systems 
Symposium (FAN Symposium) (in Japanese) 

 
Date September 28th, 2006 
Place Okubo Campus, Waseda University  
Name 3rd D group general meeting 
 
Date October 11th, 2006 
Place Beijing, China 

Name Organized session “Mobiligence” in IEEE/RSJ International Conference on 
Intelligent Robots and Systems 2006 

Schedule 

Time: 9:30-10:45 
Chairs: Akio Ishiguro, Hajime Asama 
#1 (9:30~9:48) 
Title: A Development of a Modular Robot That Enables Adaptive 
Reconfiguration, Authors: Masahiro Shimizu, Takafumi Mori, Akio Ishiguro
#2 (9:48~10:06) 
Title: Turning Maneuvers of a Multi-legged Modular Robot Using Its 
Inherent Dynamic Characteristics, Authors: Shinya Aoi, Hitoshi Sasaki, 
Kazuo Tsuchiya 
#3 (10:06~10:24) 
Title: Obstacle Avoidance of a Mobile Robot Group Using a Nonlinear 
Oscillator Network, Authors: Daisuke Kurabayashi, Kunio Okita, Tetsuro 
Funato 
#4 (10:24~10:42) 
Title: A Distributed Motor Control System based on Spinal Cord and 
Musculoskeletal Mechanisms, Authors: Tomoaki Nagano, Toshiyuki Kondo, 
Koji Ito 
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Date October 31st, 2006 
Place DIST - University of Genova, Italy 
Name Seminar 
 
Date November 20th, 2006 
Place Research Institute of Electrical Communication, Tohoku University 
Name A & B group joint meeting 
 
Date November 21st, 2006 
Place BEXCO, Busan, Korea 

Name Organized Session “Mobiligence” in SICE-ICASE International Joint 
Conference 2006 (SICE-ICCAS2006)  

Schedule 

October 21， 2006(Sat) 09:00 -- 11:00 
SA02 Mobiligence (1)， Adaptive Locomotion 
SA02-1 "Role of the Cerebellum in Adaptive Control of Locomotion"， Prof. 
Dai Yanagihara 
SA02-2 "Adaptive Locomotion Mechanisms Inherent in the 
Musculoskeletal Structure"， Dr. Naomichi Ogihara 
SA02-3 "Real-time Control of Bipedal Movement based on Basal ganglia 
and Brainstem"， Dr. Tomita Nozomi 
SA02-4 "Enhancing Self-stability of a Passive Dynamic Runner by 
Exploiting Nonlinearity in the Leg Elasticity"， Mr. Dai Owaki 
SA02-5 "An Adaptive Morphology Control of a Modular Robot"，  Mr. 
Masahiro Shimizu 
October 21， 2006(Sat) 13:30 -- 15:30 
SP02 Mobiligence (2)， Adaptive Movements 
SP02-1 "Computational Models to Understand Sensorimotor Control and 
Adaptation Performance"， Prof. Vittorio Sanguineti 
SP02-2 "Control of Reaching Movement in Unpredictably Changing 
Environment by Constraints Emergence and Satisfaction"，  Mr. Yuki 
Yoshihara 
SP02-3 "Speed Characteristic of A New Type Ultrasonic-motor and 
Impedance Matching System by Novel Method" Dr. Dong-Ok Kim 
SP02-4 "Decomposition of Internal Models in Motor Learning Under Mixed 
Dynamic Environments"， Prof. Koji Ito 
SP02-5 "A Proposal of Continuous Time Recurrent Neural Networks with 
Neuromodulatory Bias for Adaptation to Un-experienced Environments，
Dr. Toshiyuki Kondo 
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Date November 28th, 2006 
Place Otsuka Campus, Tsukuba University 

Name Organized session “Thinking of Mobiligence with walking dynamics as a 
breakthrough” (in Japanese) 

 
Date December 6th, 2006 
Place Human Information System Laboratory, Kanazawa Institute of Technology
Name C group study session on cricket modeling 
 
Date December 25th, 2006 
Place Sapporo Convention Center (SORA) 

Name Organized session “Mobiligence (1) – (3)” in SICE SI2006 Conference (in 
Japanese) 

 
Date January 9th, 2007 
Place KKR Yamaguchi Asakura 
Name 4th D group general meeting 
 
Date January 29th, 2007 
Place Tokyo Institute of Technology 

Name Organized session “Mobiligence” in SICE 19th SICE Symposium on 
Decentralized Autonomous Systems (in Japanese) 

 
Date February 10th, 2007 
Place 50th Anniversary Memorial Hall, Ryukyu University 
Name C group general meeting 
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